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Particle Swarm Optimization (PSQ) is a widely used population-based
optimization method but faces challenges in premature convergence, leading
to suboptimal solutions. To address this, we propose Tanh-Based Acceleration
Coefficient PSO (TB-PSO), which utilizes the hyperbolic tangent function to
ensure smoother and more stable acceleration adjustments, maintaining a
balance between exploration and exploitation. The convergence theorem
analysis confirms that TB-PSO meets stability criteria before being evaluated
on unimodal and multimodal benchmark functions in 10 and 30 dimensions.
Its performance is compared against several PSO variants, including TVAC-
PSO, SCAC-PSO, NDAC-PSO, and SAC-PSO. Experimental results
demonstrate that TB-PSO outperforms other methods in 10-dimensional
problems, achieving the best final ranking. Although its performance slightly
declines in 30-dimensional cases, it remains competitive with strong

Single Objective Function convergence stability. These findings highlight TB-PSO’s effectiveness in
improving PSO performance, particularly in lower-dimensional search
spaces, while showing potential for further enhancement in higher-

dimensional optimization problems.
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1. INTRODUCTION

Particle Swarm Optimization (PSO) is a population-based optimization method inspired by the social
behavior of bird flocks and fish schools. PSO operates by utilizing a population of particles that navigate the
search space to find an optimal solution. Each particle represents a candidate solution and is characterized by
its position and velocity, which are updated iteratively based on its personal best position (pbest) and the global
best position (gbest) of the entire population.

Particle Swarm Optimization (PSO) has been widely applied to various optimization problems due to
its ability to intelligently explore the search space using a population-based approach. This characteristic allows
PSO to achieve more efficient computations and perform well in handling high-dimensional problems
compared to other algorithms such as Grid Search [1], Random Search [2], and Bayesian Optimization [3].
However, one of the main challenges of PSO is convergence, as particles in the swarm may become trapped in
local optima or undergo inefficient exploration. [4] highlighted that PSO has a tendency to generate divergent
trajectories, indicating insufficient convergence. Additionally, PSO particles often converge prematurely to a
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stable state, leading to suboptimal solutions trapped in local optima [5]-[8]. Consequently, numerous studies
have been conducted to enhance the performance of PSO, particularly by modifying the acceleration
coefficients (C; and C,), which play a crucial role in balancing the exploration and exploitation of the search
space [7]. Proper adjustment of these coelficients can improve convergence speed and solution quality.

[9] Proposed a modification to the acceleration coefficients with unbalanced values (€; = 0.5and C;
= 2.5), demonstrating improved convergence for specific optimization problems. [10] found that acceleration
coefficients should change dynamically in each iteration to achieve a global optimal solution. To address this,
several approaches have been introduced using both linear and nonlinear functions to adaptively adjust
acceleration coefficients throughout the iterations, including Time-Varying Acceleration Coefficients [11],
Sine-Cosine Acceleration Coefficients [6], Nonlinear Dynamics Acceleration Coefficients [6], and Sigmoid-
Based Acceleration Coefficients [7]. These modifications allow for adaptive changes in acceleration
coefficients during the optimization proc mproving PSO’s convergence and solution quality.

However, research on the use of hyperbolic functions, such as tanh, in PSO modifications remains
relatively unexplored. In the tanh-based PSO modification, the acceleration coefficients are adjusted using the
characteristics of the hyperbolic tangent (tanh) function. The smooth and continuous nature of the tanh function
enables a more gradual transition between acceleration values in each iteration, which is expected to maintain
swarm diversity and prevent premature convergence to local optima [12]:[13]. Additionally, the inherent
properties of tanh, which map input values to an output range of -1 to I, help prevent excessive particle velocity
updates, thereby maintaining stability throughout the optimization process [11].

This study proposes a modification of PSO hyperparameters, where the acceleration coefficients (C
and Cz) are based on the hyperbolic tangent (tanh) function. The proposed hyperparameter modification will
be analyzed to verify whether it ensures the convergence of the modified PSO algorithm by applying the
convergence criteria theorem from [4]. To demonstrate the effectiveness of the proposed PSO modification,
comparisons will be made with several existing approaches, including Time-Varying Acceleration
Coefficients, Sine-Cosine Acceleration Coefficients, Nonlinear Dynamics Acceleration Coefficients, and
Sigmoid-Based Acceleration Coefficients. Performance evaluation will be conducted using benchmark
unimodal and multimodal functions to assess the method’s effectiveness under different optimization scenarios.
Unimodal functions are used to measure how quickly the method reaches the optimal solution in a relatively
simple landscape, while multimodal functions evaluate its ability to escape local optima in more complex
search spaces.

Furthermore, this study will also investigate the influence of parameters within the tanh function on
the solution search dynamics of PSO to understand the extent to which the tanh function can adapt to the
characteristics of different optimization problems. Through this approach, deeper insights into the acceleration
mechanism in PSO can be obtained, along with recommendations for optimal hyperparameter tuning across
various optimization problem types. Additionally, this study can serve as a reference for researchers and
developers of swarm intelligence-based optimization algorithms in addressing challenges related to
convergence and solution exploration more effectively.

2. METHOD
The methodology section will sequentially present the analytical methods employed in this study on
Figure 1.
1. Analysis of Convergence Criteria for Particle Swarm Optimization Algorithm Parameters
Particle Swarm Optimization (PSO) was first proposed by [14] as an algorithm for optimizing continuous
nonlinear functions. In PSO, each particle independently searches for its best position (personal best or
Pbest) while also considering the best position found by the entire swarm (global best or Gbest). This
allows the algorithm to converge toward an optimal solution. Several key terms commonly used in PSO
include:
a. Pbest (Personal Best)

P(i,iy Tepresents the personal best position of particle i at generation t. Assuming a minimization
problem, Pbest in PSO is updated using the following equation:
(t+1) . (t+1) (t)
e _ (A () < £ (piln)

Py =)
(ilb)

b. Gbest (Global Best)

(1)

other

p(gl:)u represents the global best position at generation ttt, which is determined as follows:

Int J Artif Intell, Vol. 99, No. 1, Month 2099: 1-1x




Int J Artif Intell ISSN: 2252-8938 a 3

pétb) € {PE(F,‘;;;):)' ""p((;:ble)st)} If (p;?) = min Pgb) € {P((zt,‘;els)r)v 'p((;l‘f;e)st)] (@

where N is the number of particles in the population.
Each particle shares information about its best position with other particles and adjusts its position and
velocity accordingly based on the received information. This means that both the position and velocity of
each particle are continuously updated in each iteration during the search process. The iteration stops when
a stopping criterion is met, or when the convergence value is achieved. The position and velocity of each
particle are updated using the following equations:
a. Particle Position Update

xf”l) _ vE(HU +XE(:) 3)

t+1) . . . S . t+1
Where xf ) is the position of particle 1 at generation t+1: vi( )

is the velocity of particle i at
generation t+1: J(i( Vs the position of particle i at generation t.

b.  Particle Velocity Update
t+1 3 3 t t t
vf )= w vf ) ¢ o (p((&b) - xf )) + a1z (p;h) - x(.( )) (4)
‘Where v‘—(HIJ is the velocity of particle iii at generation t+1: i)‘—(U is the velocity of particle 1 at

generation t; ¢; and ¢, are acceleration coefficients, which are set to 2 in the original PSO algorithm;
O]

w is the inertia weight; péib’ is the personal best position; x; * is the previous position of particle i;

1 and 3 are random values in the range [0,1]; pég is the global best position.
The original Particle Swarm Optimization (PSO) algorithm has several drawbacks, as highlighted by
studies such as [5]-[8]. These studies indicate that PSO particles tend to converge prematurely to a stable
state, leading to the solutions being trapped in local optima. Additionally. [15] explain that the convergence
behavior of population-based algorithms like PSO can be achieved when there is a proper balance between
exploration and exploitation of the search space, thereby guiding particles toward the global optimal
solution.

The convergence of PSO toward the global optimal solution is discussed in the following theorem.
Theorem 1. [4] A particle in the Particle Swarm Optimization algorithm converges to a stable point given
' P Py

by P Lif max{||;11||, ||/12||} < 1 where 4, and A, are the eigenvalues representing the dynamics
1 2

of a simple Particle S warm Optimization system with inertia (w).

. e . e+,
Based on this theorem, if @, ¢y, ¢; are chosen in such a way : ITQ— 1< and 0 < ¢ + ¢, that the

condition max{]| 4]

Ilzll] < 1is satisfied, then the system guarantees convergence to the stable point.
It can be observed that in the original Particle Swarm Optimization (PSO), the chosen values of ¢; = ¢; =
2. and w = 1 do not satisfy the convergence criteria for PSO parameters. This is because ¢; + ¢, =2 +
2=4>0 and E]:Q -1= zgi— 1 =1 =w. This seemingly implies that the original PSO equation
produces a divergent trajectory [4]. Consequently, this raises concerns regarding the application of the
original PSO in real-world problems. The trajectory divergence, suggests that the original PSO does not

provide adequate convergence results. To address this issue, this study focuses on modifying the

acceleration coefficients to achieve a better balance between exploration and exploitation. At this stage,
we will examine whether the proposed tanh-based acceleration coefficient modification for the Particle
Swarm Optimization (PSO) algorithm, as shown below, satisfies the PSO convergence criteria stated in

Theorem 2.1. Specifically, we aim to verify whether max[“}tll

LA < 1 ensuring that the particle
2 g
search process toward personal best and global best is guaranteed to achieve convergence.

2. Experimental Testing and Simulation of the Proposed Modified Particle Swarm Optimization (PSO)
Algorithm

Convergence Analysis and Numerical Functions Implementation in Adaptive Particle Swarm
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This study also conducts an empirical analysis through a series of experimental tests to evaluate the
effectiveness of the proposed acceleration coefficient modification. The experiments are carried out by
applying the modified PSO algorithm to various standard benchmark functions in optimization. Testing is
performed using two main categories of objective functions: unimodal functions and multimodal
functions. The selection of these functions aims to assess the convergence capability and effectiveness of
the proposed method in finding optimal solutions across different optimization scenarios.

¢ Unimodal Functions

Unimodal functions are objective functions with a single global optimum, making them particularly

suitable for evaluating the convergence speed of an algorithm. In this context, a more efficient algorithm
is expected to reach the optimal solution more quickly. The unimodal functions used in this study include:
1. Sphere Function

min fy(x) = T, o =)
where the global optimum is x* =0 and f(x*) = 0 for —10 < x; < 10.
2. Schwefel Function
min fo(x) = EI; x| + T, |xil (6)
where the global optimum is x* =0 and f(x*) = 0 for —100 < x; < 100.
3. Rosenbrock Function
g 2
min f5(x) = (100 (67 — x;4)% + (x; — 1)?] 7
where the global optimum is x* = (1,1,...,1) and f(x*) = 0 for =30 < x; < 30.
®  Multimodal Functions
Multimodal functions have multiple local optima, making them more challenging for optimization
algorithms. The main objective of this test is to evaluate PSO’s ability to escape local optima and locate
the global optimum. The multimodal functions used in this study include:
4.  Griewank Function
. _ 1 2 d xi
min f;(x) = - Fi(x)* — [Tiz, cos (ﬁ) +1 (8)
where the global optimum is x* = 0 and f(x*) = 0 for —600 < x; < 600.
5. Ackley Function

min f(x) = —20exp (70.2 iZ?:lx‘Z) —exp (i Z?:ICOS(ZILK(‘)) +20+4+¢e (9)

where the global optimum is x* =0 and f(x*) = 0 for =32 < x; < 32.
Performance Comparison with Other PSO Acceleration Coefficient Modifications
At this stage, a performance comparison analysis is conducted between the proposed modification of the
Particle Swarm Optimization (PSO) algorithm, namely the Tanh-based Acceleration Coefficient, and
several other PSO modification methods, such as:
1. Unbalanced Acceleration Coefficient PSO (UACPSO)
The study conducted by [8] developed a modification of the cognitive and social parameters (C; and
() to accelerate the convergence of the Particle Swarm Optimization algorithm. In their experiments,
the Unbalanced Acceleration Coefficient was set as €; = 0.5 and C; = 2.0.
2. Time Varying Acceleration Coefficients PSO (TVAC-PSO)
This study also proposes a modification of the cognitive and social parameter values (C; and ;) based
on the research by [9]. which employs a linear decrement method for both acceleration coefficients
over time to produce better solutions. In this modification, the cognitive component (Cy) is gradually
decreased, while the social component (C;) is increased over time, as described by the following

equations:
iter

&= (CU - Cﬂ)m“' Cui (10)
it

G = (Cor = Ca) s + Cai (11)
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where Cyf, Cyj, Caf, Cop are constants, iter represents the current iteration number, and MAXITR is
the predefined maximum number of iterations.
3. Sine Cosine Acceleration Coefficients PSO (SCAC-PSO)

Inspired by TVAC-PSO and the study by [9], this research also proposes the use of time-varying
acceleration coefficients, where individuals in the population are expected to explore the entire search
space during the early stages of the optimization process, while in the final stages, the convergence
ability towards the global optimum is enhanced. This study introduces the Sine-Cosine Acceleration
Coefficient (SCAC) as a new parameter adjustment strategy for the cognitive and social components:

C, =8 xsin ((1 - M:::’E:TR)x E) +6 (12)
C =axc05((l—M::m)x ’Zi)+5 (13)

where d and & are constants @ = 2; § = 0.5).

4. Nonlinear Dynamics Acceleration Coefficients PSO (NDAC-PSO)
In this study, the acceleration coefficient of PSO is modified using the Nonlinear Dynamic
Acceleration Coefficient (NDAC) method as a parameter update mechanism to adjust the cognitive

component (C) and the social component (€5). The equations representing NDAC are as follows:

iter 2
G= 7(C1f - Cu) (MAXITR) Y 14)
iter 2 iter
a=Cyx (1 - MAXJTR) tlur X s (15)

where Cyf and Cy; are positive constants (Cyp = 2.5 and €;; = 0.5), iter represents the current
iteration, and MAXITR is the maximum number of iterations.

5. Sigmoid-based Acceleration Coefficient PSO (SAC-PSO)
This study introduces the Sigmoid-Based Acceleration Coefficient (SBAC) with the following

equations:
I T o (2
“= 1+et_A'M44!1[)§7:rR)+ Z{Cl‘r C“){M/U”T" D (ae)
1 iter
=—"mm—+ €1y = o) a7)
1+e' T MAXITR

where A is a control parameter used to regulate the sigmoid-based acceleration coefficient (1 =
0.0001), Cy5 and Cy; are two positive constants (C; ¢ = 2.5 and C;; = 0.5). The terms iter and
MAXITR denote the current iteration and the maximum number of iterations, respectively.

The experiments were conducted by applying each method to the previously discussed unimodal and
multimodal benchmark functions. The results obtained from each PSO modification were then
compared to evaluate the stability of the final solution. By performing this analysis, this study aims
to identify the effectiveness of the proposed acceleration coefficient modification in enhancing PSO
performance across various optimization problems.

Convergence Analysis and Numerical Functions Implementation in Adaptive Particle Swarm
Optimization using Tanh-Based Acceleration Coefficients(Aina Latifa Riyana Putri)
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Figure 1. Shows the flowchart of the research

3.  RESULTS AND DISCUSSION

3.1. Tanh-Based Acceleration Coefficient

The performance of PSO heavily depends on maintaining a proper balance between exploration and
exploitation. Therefore, the right ratio between these two aspects must be carefully established. In general,
PSO should begin with strong exploration to widely search the solution space and gradually shift toward
exploitation to refine the optimal solution with greater precision.

Based on this principle, various time-varying strategies have been developed to adjust PSO
parameters, including the acceleration coefficients C; and €, (Tian). As previously discussed, C; influences
local exploration tendencies, while C, determines the level of global exploitation. Consequently, dynamically
adjusting these coefficients is crucial for improving the balance between exploration and exploitation in PSO.

In this study, the proposed modification of the acceleration coefficients in the Particle Swarm
Optimization (PSO) algorithm based on the tanh function is defined as follows:

¢, (iter) = 0,5. (tanh (2.((:1{ - cﬂ}. (% - 0,5)) + 1) .{CU - C“} + ey (18)
caliter) = 0,5.(tanh (2. (ear — c20)- (ua‘r‘% - 0,5)) + 1) {2y = ca1) + cu (19)

where cy5, €25, €14, and €y are positive constant coefficients, with (e1y and ez¢ = 2,5; ¢y; and ¢z; = 0,5).
The term "iter" represents the current iteration, while ‘iter max’ denotes the maximum number of allowed
iterations.

Perubahan Nilai ¢_1 dan c_2 seiring dengan Iterasi

—1

—
€2

Nilai ¢
&

100

0 50 100 150 200 80 00
lterasi

Figure 2. Visualization of ¢y and ¢, Values per Iteration
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Figure 2 visualizes the plot of equations (18) and (19). The value of ¢; gradually decreases per
iteration, ranging from 2.5 to 0.3, represented by the blue line. Meanwhile, the value ¢ increases per iteration,
ranging from 0.5 to 2.5, shown by the yellow line.

The proposed strategy enables a smoother transition from exploration to exploitation. During the early
stages of the search, ¢; starts at a high value, allowing particles to explore the search space more broadly.
Conversely, ¢z begins with a lower value, preventing premature exploitation. As the iterations progress, ¢;
gradually decreases while ¢, increases. This dynamic adjustment is designed to create a nonlinear and more
natural transition from exploration to exploitation compared to linear-based approaches.

3.2. Convergence Analysis of Tanh-Based Acceleration Coefficients in Particle Swarm Optimization

As previously explained, the conditions ensuring that each particle in the Particle Swarm Optimization
algorithm converges to a stable point were analyzed. Based on the proposed modification, the values obtained
arecy = 0,5;¢; = 2,5;w = 0.7298, considering that ¢; and ¢ represent the upper bounds of ¢, and . These
values were verified using Theorem 1. The results indicate that the selected values satisfy the convergence
criteria of the Particle Swarm Optimization algorithm, as they meet the conditions ¢; +¢; =05+ 2,5=
35> 0and 22— 1 =220 1 =15 -1 =05 < 0,7298.

Further explanation can be obtained by calculating the value of max{||A; |, [[Az ||} using the equations
for 4; and 4. As previously discussed, considering the stochastic components with ¢, = ¢177 and @, = c;15,
where 1y, 7,~U(0,1), it is evident that 0 < ¢ + @, < 3whenc; = 0,5;¢; = 2,5.

Next, by substituting ¢ = @, + ¢, into the equations for A; and 4. two sets of calculations are
obtained: one for real values of y and one for complex values of y.

Consider the case where y is R, when ¢ € [0; 0,021233349266117]:

b [pE—3 45960 40,073
max{l|A, Il 12,1} = 1,7298 -, q024-3,4596q3+0,ﬂ73 (20)
- \\ i
/
Figure 3.A Graphical Visualization of || 4, ]| and Figure 3.B Graphical Visualization of [|4,]| and
|44l for y € R (Positive Case) |44l for Real y € R (Negative Case)

Figures 3.A and 3.B illustrate the solution set for ||4, || and ||4, || when y € K. The red line in Figure
- 2_

3.A represents the function: max{||4,], [|1:]]} = L7298t 3459604007 \Within the range @ €
[0; 0,021233349266117]. the value of max{||4;],]l4z]]} remains below 0.5, satisfying the convergence
criteria of the Particle Swarm Optimization algorithm, which requires max{||4, ||, [|4;11} < 1. Similarly, the red
— g —/0?—3,45960+0,073
line in Figure 3B represents the function: max{||4, ||, [| 121} =~ w , Within the range
¢ € [0; 0,021233349266117], the value of max{||4, ], [|421|} also remains below 0.5, further confirming that

the proposed modification satisfies the convergence criteria for the Particle Swarm Optimization algorithm.

Now, Consider the case where y 1s C, when @ € (0,021233349266117;3]:

Convergence Analysis and Numerical Functions Implementation in Adaptive Particle Swarm
Optimization using Tanh-Based Acceleration Coefficients(Aina Latifa Riyana Putri)
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Figure 4. Graphical Visualization of ||4, | and ||4,]| fory € C

Figure 4 illustrates the solution set for ||4, || and [[Az]| when y € C. The red line in Figure 4 represents
—o2 —opt —

the  function:  max{||A,|], |4z} = f{wz;:r o) @ +3J45:ﬁ¢: 9,073
(0,021233349266117; 3], the value of max{||4, ||, [I4,]|} is approximately 0.8542845, which satisfies the
convergence criterion of the Particle Swarm Optimization algorithm, as it remains below the condition
max{[| Al | 42][} < 1.

Thus, it can be observed that the proposed modification ensures the generation of a convergent
trajectory.

The complete procedure of the proposed Modified Particle Swarm Optimization (PSO) algorithm with
Tanh-based Acceleration Coefficients can be summarized as follows, with its flowchart presented in Figure 5.

Within  the range @ €

Algorithm 2 : Pseudocode of the proposed TB-PSO Algorithm

Input:

Wy: inertia weight (0.7298); ¢y CouCipiCop ;s N: swarm size; Di swarm
dimension; iter max: maximum iterations

Process:

1. Initialize the swarm particles with random positions and velocities.
2. Evaluate the fitness of the each particle.

3. Identify the perscnal best (pbest) dan global best (gbest) solutions.
4. While iter < iter max do

5. Calculate ¢,¢; by Egs. (20-21).

6. for n = 1 to N do

7. Update velocity and position of particles by Egs. (24)-(25)
8. Ensure boundaries are respected for

9. Evaluate the fitness of the new particle position
10. If fitness of X; is better than pbest; then

11. Update phest; with x;

1z. end if

13, If fitness of x; is better than ghest then

14. Update ghest with x;

15. end if

16. end for

17. Update iteration counter

18.end while

Output:

Gbest particle as the final optimal solution.

Figure 5. Pseudocode of the Proposed TB-PSO Algorithm
3.3. Experimental Results and Analysis

To evaluate the performance of the proposed TBPSO, a series of experiments were conducted on a
set of well-known benchmark functions, covering six global optimization problems. These six functions have
been described in the equations (5)-(9). Figure below presents the two-dimensional visualization of the five
benchmark test functions used.

Int J Artif Intell, Vol. 99, No. 1, Month 2099: 1-1x
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‘Sphere Function Schmetel Function Rosentiock Function

Gremank Fumcton ackiey Function

Figure 6. The Two-Dimensional Visualization of the Five Benchmark Test Functions

All these functions are designed to be minimized and are labeled as f; to f, as summarized in Table
1. The table provides the mathematical formulas, number of dimensions, search space boundaries, global
optimum values, and the characteristics of each function. This section focuses on analyzing the impact of
different acceleration coefficients in the PSO algorithm.

Table 1. Properties of the Test Function

Test Functions Di ions Search Range Global Opti Properties
Sphere (f;) 10/30 [—10,10]" 0 Unimodal
Schwefel (f,) 10/30 [-100,1001> |0 Unimodal
Rosenbrock (f3) 10/30 [—30,30]° 0 Unimodal
Griewank (f3) 10/30 [-600,600]” |0 Multimodal
Ackley (f5) 10/30 [—-32,32]° 0 Multimodal

The implementation of other methods, such as UACPSO, TVAC-PSO, SCAC-PSO, NDAC-PSO, and
SB-PSO, follows a similar procedure to TBPSO, with the main difference lying in the use of different
acceleration coefficients.

The experimental setup in this study is defined as follows: the swarm size is set to N = 40, and each
benchmark function is executed independently 30 times, with each execution consisting of 1000 iterations. All
PSO algorithms are terminated upon reaching the predefined maximum number of iterations. The performance
evaluation of TB-PSO is conducted using commonly used optimization metrics, namely the best solution,
average solution, and standard deviation. These metrics assess the effectiveness of TB-PSO in solving
unimodal and multimodal benchmark functions compared to other PSO methods, particularly in terms of result
stability.

To further evaluate the advantages of the proposed PSO modification in this study, TB-PSO is
compared with five other PSO variants in the table, including UAPSO, TVAC-PSO, SCAC-PSO,NDAC-PSO,
SB-PSO, and TB-PSO. It is important to note that the dimensionality of all benchmark functions is set to 10
and 30. The average best solution (Avg.) and the standard deviation of the best solution (Std.) are used to
measure performance, with the best results in the comparison highlighted in bold.

Convergence Analysis and Numerical Functions Implementation in Adaptive Particle Swarm
Optimization using Tanh-Based Acceleration Coefficients(Aina Lafifa Riyana Pufri)
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Table 2. Results of TB-PSO with different acceleration coefficients under D=10

Function | Item UACPSO TVAC- SCAC- NDAC- SAC-PSO | TB-PSO
PSO PSO SO
f Avg 3.538e-39 9.9284e-45 | 1.5785¢- 4.6945¢- 5867%- 3.3224e-
20 65 73 43
Std. 8.428e-39 39978e-44 | 5.4567e- 9.2316e- 1.4079e- 8.6482e-
20 65 72 43
Rank |5 3 6 2 1 4
fz Avg. 103.3333 4.0695e-21 | 7.383%- 4.8592e- 2.1391 4.8640¢-
09 08 20
Std. 87.4960 1.5557e-20 | 1.6454e- 2.6168e- 0.0001 8.7043e-
08 07 20
Rank | 6 1 3 4 5 2
f Avg. 15644.57 23721 4.5008 7.2407 6.9532 1.6594
Std. 33273.91 3.0931 2.5277 18.0422 11.1224 14737
Rank | 6 2 3 5 4 1
fa Avg. | 0.1311 0.0565 0.0695 0.0416 0.0482 0.0542
Std. 0.0675 0.0307 0.0355 0.0258 00313 0.0273
Rank | 6 4 5 1 2 3
fs Avg. | 00385 4.1152 54052 4.2337 5.6547 4.70e-15
Std. 0.2074 63773 4.0718 8.8620 1.7724 142e-15
Rank |2 3 5 4 6 1
Avg rank 5 26 44 3.2 3.6 22
Final rank 6 2 5 3 4 1
Table 3. Results of TB-PSO with different acceleration coefficients under D=30
Function | Item UACPSO TVYAC- SCAC- NDAC- SAC-PSO | TB-PSO
PSO PSO PSO
h Avg. | 60.00 0.0007 3.0866e-05 | 1.3887 0.5386 00165
Std. 75.7188 0.0019 4.5051e-05 | 0.8974 0.5100 0.0349
Rank | 6 2 1 5 4 3
fz Avg. | 620.2326 10.0128 34.0329 121.5802 1127581 0.0748
Std. 285.9189 39.5781 59.1743 57.5216 80.2891 0.1778
Rank | 6 2 3 5 4 1
5 Avg. | 80245867 55.1368 132.4436 8637.22 243894 132.834
Std. 23993091.4 45.8024 120.7221 10601.94 11.1224 14374
Rank |6 1 2 5 4 3
fi Avg. | 69.3386 0.1325 0.0209 2.1649 14999 0.3633
Std. 72.5798 0.2176 0.0204 0.8729 0.6209 0.3399
Rank | 6 2 1 5 4 3
fs Avg. 14.5509 2.2814 0.0729 5.1091 33869 1.8031
Std. 6.0579 0.6517 0.0592 1.0914 0.8370 0.6055
Rank 6 3 1 5 4 2
Avg rank 6 2 1.6 5 4 24
Final rank 6 2 1 5 4 3

From the results obtained for function dimensions of 10, it can be observed that although TB-PSO
ranks fourth in terms of average best solution (Avg.) for fi, it secures the top rank twice for f; and f5. For f,.
it ranks second, with a minimal difference compared to TVAC-PSO, which holds the first position. Similarly,
for f,, TB-PSO ranks third, with a slight difference compared to NDAC-PSO in first place and SB-PSO in
second. Overall, TB-PSO achieves the best final ranking among all methods, indicating superior performance
in terms of average best solution and standard de viation.
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For the 30-dimensional functions, TB-PSO ranks first once for f,. It secures the second position for
f5. just behind SCAC-PSO. Meanwhile, for f;. f;, and f;, TB-PSO ranks third. Although TB-PSO's ranking is
not as high in the 30-dimensional case as in the 10-dimensional one, it still demonstrates competitive results
compared to other PSO variants. This decline in performance does not imply that TB-PSO is ineffective: rather,
it highlights the increased complexity of high-dimensional optimization, which requires broader exploration
strategies. Such performance degradation is a common challenge in PSO-based optimization methods, where
higher dimensions make it more difficult for algorithms to consistently find the global optimum.

The key factor influencing TB-PSO's performance is the tanh-based acceleration mechanism, which
provides a controlled transition from exploration to exploitation. In lower dimensions, this strategy has proven
highly effective in achieving rapid convergence without compromising solution quality. However, in higher
dimensions, additional modifications may be required to enhance exploration and prevent convergence to
suboptimal solutions. Minor refinements, such as more dynamic parameter adaptation or additional search
mechanisms, could further strengthen TB-PSO’s capability in handling optimization across different
dimensional scenarios.

Overall, these results indicate that the proposed TB-PSO modification offers significant advantages,
particularly in lower-dimensional search spaces. With further refinements, the method has the potential to
become a more flexible and effective optimization solution, even for high-dimensional problems.

4. CONCLUSION

This study proposes a modification of PSO using a tanh-based acceleration coefficient to enhance the
balance between exploration and exploitation. Convergence analysis confirms that the Tanh-Based PSO (TB-
PSO) meets stability criteria and is suitable for testing on benchmark functions. Experimental results show that
TB-PSO excels in 10-dimensional problems, ranking 1st out of 5 compared to other PSO variants. In 30-
dimensional problems, its performance remains competitive, ranking 3rd out of 5, demonstrating adaptability
to increased complexity. The key advantage of TB-PSO lies in its ability to prevent premature convergence
and improve solution stability. For higher-dimensional scenarios, a broader exploration strategy is needed to
further enhance its performance. Overall, the tanh-based modification proves to be an effective approach to
improving PSO, making it a promising solution for various optimization problems.
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