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Comparison Method Between Fuzzy Time Series Markov
Chain and ARIMA in Forecasting Crude Oil Prices
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Abstract. Crude oil is a vital natural resource needed worldwide and the most demanded commodity. Fluctuating oil prices can
affect a country’s economic conditions e.g., economic growth, inflation rate, money supply, exchange rate and interest rates.
Consequently, statistical forecasting methods are needed for a more accurate prediction in period t to support decision-making.
This study aims to predict crude oil prices during the Covid-19 pandemic and compare the performance of crude oil price
forecasting using the Fuzzy Time Series (FTS) Markov Chain method and Autoregressive Integrated Moving Average (ARIMA)
method. The data used is daily crude oil prices with West Texas Intermediate (WTI) Standard in US$/barrel from March 3, 2020,
to March 31, 2022. Forecasting with the FTS Markov Chain method resulted in a mean absolute percentage error (MAPE) of
2.76%, and root mean square error (RMSE) of 580.3. The best model for ARIMA is ARIMA (0,1,1) which produces MAPE of
3.85% and RMSE 856.7. Due to the MAPE & RMSE values in the FTS Markov Chain method being smaller than the ARIMA
method. Hence, forecasting using the FTS Markov Chain has better performance than the ARIMA method in the forecasting of
crude oil prices during the Covid-19 pandemic.

INTRODUCTION

Coronavirus Disease 2019 (Covid-19) is a new type of virus caused by SARS-Cov-2. The new virus variant is
known to have originated from Wuhan, China and was first discovered in early December 2019 when a patient was
diagnosed with unusual pneumonia [1]. The Covid-19 virus has quickly infected hundreds of countries in the world
and has spread to Asia, Europe, the Middle East, America, and other regions. Resulting that in 2020, the World Health
Organization (WHO) declared that the Covid-19 pandemic was a global pandemic. The Covid-19 pandemic has not
only affected health, but it has also greatly affected the global economy.

Crude oil is a commodity that has an important role in the economy of a country. Crude oil as a vital input is
needed in industrial production processes, especially to generate electricity, run production machines, and transport
products to the market. In addition, oil is also important for sustainable economic and social development. However,
it is clearly seen that during the Covid-19 pandemic, crude oil prices fluctuate. It appeared in Fig 1 that since 2019 the
price of WTI (West Texas Intermediate) crude oil has shown a decline and dipped sharply until April 2020 as a result
of the Covid-19 pandemic. This is due to the limited space for human activity which has an impact on decreasing
demand for crude oil and overproduction [2]. Changes in crude oil prices are not only affected by the Covid-19
pandemic but also influenced by the policies of OPEC (Organization of the Petroleum Exporting Countries) members
and conflicts in crude oil producing countries.
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FIGURE 1. The Development of World Oil Supply and Demand
(Source: www.worldoil.com)

Along with the decreasing number of Covid-19 cases, industrial activity slowly continued to normal until at
the end of 2021 crude oil prices fluctuated and tended to increase in the international market. In the period October -
December 2021, the average oil price reached US$ 77.3 per barrel. The increase in the oil price average in 2021 has
escalated by about 42.2% compared to the oil price average in 2020. Fluctuating changes in oil prices have received
considerable attention in recent decades because they have a significant political impact. Various attempts were made
to explain the behavior of oil prices as well as to see the macroeconomic consequences. In Indonesia, fluctuations in
oil prices have an impact on economic growth over a certain period, domestic inflation, money supply, real exchange
rates, and interest rates [3]. Due to the resulting impact is being very significant, a statistical forecasting method is
needed that can accurately predict crude oil prices during the Covid-19 pandemic.

In this study, oil price forecasting used the Fuzzy Time Series Markov Chain and Autoregressive Integrated
Moving Average (ARIMA) methods. The ARIMA method is a suitable time series data forecasting method where the
method can handle data that is not stationary in variance and mean such as crude oil prices data that moves fluctuating.
ARIMA has been successfully applied at a much larger scale in various fields, mainly due to its easy-to-use concept
and utility algorithm [4]. For the advantages of the Fuzzy Time Series (FTS) method, in previous research conducted
by [5] that the forecasting results using the FTS Markov Chain method has a low error rate and has a high degree of
accuracy.

The fuzzy time series method was first proposed by Song and Chissom by applying fuzzy logic to develop the
basis of fuzzy time series. It is a dynamic process of a linguistic variable where the linguistic value is a fuzzy set [6].
However, based on the results of previous research by Tsaur that the FTS method modified with the Markov chain
concept obtained a better level of accuracy than the FTS without Markov chain. The implementation of the Markov
chain fuzzy time series method was first introduced by Tsaur (2011) in forecasting the Taiwan currency exchange rate
against the dollar [7].

The ARIMA method was discovered by Box and Jenskin (1976). The ARIMA method (p,d, q) where p
represents the order of the autoregressive process (AR), d represents the difference (differencing) and g represents the
order of the moving average (MA) process. Box and Jenkins use ARIMA models for single-variable (univariate) time
series. The steps of the ARIMA method are model identification, parameter estimation, parameter significance testing,
diagnostic checking and forecasting [8].

Based on the described statement, the purpose of this study is to predict crude oil prices during the Covid-19
pandemic and compare the performance of forecasting crude oil prices using the FTS Markov Chain method and the
ARIMA method. Hence, it is hoped that the prediction results can be considered in decision making related to crude
oil prices for the government and economic practitioners. This study is limited to only entering historical data values
from oil prices without the influence of exogenous factors on the model.

080006-2
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DATA AND METHODS

The secondary data used in this study is the daily data of West Texas Intermediate (WTI) standard crude oil
prices during the Covid-19 pandemic, from March 3, 2020, to March 31, 2022. The data is the closing price of crude
oil in units of US$ per barrel and sourced from http://id.investing.com. The total number of data is 547 data with data
excluding holidays.

Fuzzy Time Series

Fuzzy times series (FTS) was first developed by Song & Chissom (1993). Fuzzy time series defines a fuzzy
relation formed by determining logical relationship of training data. FTS is a forecasting method with the concept of
fuzzy logic which can overcome the analysis of data in the form of linguistic value that cannot be handled by classical
time series methods.

Suppose U is a set of the universe, U = {uy, u,, U, ..., U, } then the fuzzy set A of U is defined by Equation (1):

A =fA(u1)+fA(uz)+ _“_l_fA(un) 1)
Uy Uz Un

Where f, is a function member of the fuzzy set A, f,: U — [0,1], f4(u;) indicates the grade of membership of

u; in the fuzzy setAand 1 < i <n [9].

Several definitions of fuzzy time series are [10]:

Definition 1

Suppose X(t) (t = -++,0,1,2,...) is subset of R. Let X(t) be a universe of discourse on a set fuzzy f;(t) (i = 1,2, ...).
If F(t) is set of f;(t) then F(t) is referred to as fuzzy time series on X (t)

Definition 2
If F(t) is due to F(t — 1) and denoted by F(t — 1) —» F(t), it can be written as follows

F(t) = F(t—1)°R(t,t—1) 2)
Where " o " is max-min composition operator. R(t,t — 1) is a fuzzy logical relationship between F(t) and F(t — 1),
and can be expressed by R(t,t — 1) =U;; R; j(t,t — 1) where U is union operator.

Definition 3
Suppose F(t) = A; is caused by F(t — 1) = A;, then the fuzzy logical relationship is defined as 4; > 4;
If there are fuzzy logical relationship obtained from state A, then a transition is made to another state A; where j =
1,2,..,n,as A, = A3, A, = A,, ..., A, = A;; hence the fuzzy logical relationship are grouped into a fuzzy logical
relationship group as:

Ay, = A, Ay Ag 3)

Fuzzy Time Series Markov Chain

Fuzzy Time Series Markov Chain flowchart shown in Fig 2 and the method steps are as follows [7, 9]:

Step 1: Define the universe of discourse U

Determine minimum value D,,;,, and maximum value D,,,, of historical data, then define the universe of discourse
U as follows:

U= [Dmin — Dy, Dipax + DZ] 4

where D; and D, are two positive numbers that determined by researcher

080006-3
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Results

Step 2: Calculate the number of fuzzy intervals into several equal length interval
i. Determining the number of class interval using Sturgess Rule in Equation (5):
K=1+(33logN) 5)
where
K : number of intervals
n : amount of data

ii. Determining the length of class interval by Equation (6):
l — [(Dmax"'DZ)_(Dmin_Dl)]
K

(6)
where
[ : interval length

Step 3: Defining the fuzzy set 4; in the universe of discourse U. For every fuzzy set 4; (i = 1,2, ..., n) defined in the
number of intervals which have been specified, where A4, A,, ..., A, defined by
A1 = {1/u1 + O.S/uz + 0/u3+. . +0/un}
Az = {0,5/111 + 1/u2 + O,S/U3+. . +0/un}
A, ={0/u; + -+ 0,5/uy,_; +1/u,} @)
Step 4: Fuzzification of historical data. Fuzzification is a change in the form of real value (crisp) into the form fuzzy
by mapping the real value into fuzzy set that correspond. If a time series data sets are on intervals, u; then the data is

fuzzified into fuzzy set A;.

Step 5: Determining the fuzzy logical relationship and fuzzy logical relationships group (FLRG). Based on Definition
3, fuzzy logical relationship group can be easily obtained.

Step 6: Defining Markov probability transition matrix.

080006-4
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FLRG is utilized to get the probability of the next state. Therefore, we get a Markov transition matrix with
dimension n X n. The transition probability formula can be written as:

Py="05 ij=12,..m ®)

where:

P;; : Probability of transition from state 4; to state 4; by one step
M;; : number of transitions from state 4; to state A; by one step
M; : the quantity of data included in the A; state

The probability matrix state P can be written as follows:

Pll PlZ Pln
L
Pnl PnZ Pnn

where Z}Ll Pj=1

For the matrix P, several definitions as follows:

1. If P;j = 0, then state 4; is accessible from state A;

2. If states A; and A; are accessible to each other, then A; communicates with 4;

Step 7: Define defuzzification forecasting value
To generate forecasting value from the obtained probability matrix then it can be calculated by the rule as following:
1. IfFLRG 4; is empty, (4; — @) then forecasting value is m; that the middle value of u; can be written by
Fit)=m
2. IfFLRG A4; is one to one (assume A; — A where P;; = 0 and Py, = 1,j # k) then the forecasting value is m; the
middle value of u,,
F(t) = mPy = my )

3. IfFLRG A4; is one to many (assume A; = Ay, Ay, ..., Ap;j = 1,2,..m). And if Y (¢t — 1) at time (¢ — 1) which

is on state, A; then the forecasting value is

F(t) = mlel + mszZ + -+ mj_le(j_l) + Y(t — 1)P]} + mj+1Pj(j+1) + -+ mnP}(n) (10)
where:
my, My, ..., my, : the midpoint of uy, uy, ..., u,
Y(t—1) : actual value from state A; at time t — 1

Step 8: Determine the adjustment value to forecasting result. Adjustment forecasting used to review forecasting error.

The adjusting rules for forecasting value is explained as follows:

1. If state A; communicates with A;, starting in state A; at time t — 1 as F(t — 1) = A; and occur an increasing
transition into state A; at time ¢, (i < j), then the adjusting value is determined as:

D= 3) an
where:
[ : interval length
2. If state A; communicates with A;, starting in state A; at time time t — 1 as F(t — 1) = A; and occur a decreasing

transition into state A; at time ¢, (i > j), then the adjusting value is determined as:
l

Dy =—(3) (12)
3. Ifthe current state is in state A; at time t — 1 as F(t — 1) = A;, and occur a jump-forward transition into state A; ¢

attime t, (1 < s < n — i), then the adjusting value is determined as:
Dp=(3)s(A<s<n—1) (13)
where
s : the number of forward transitions

4. 1If the current state is in state A; at time t — 1 as F(t — 1) = A; and occur a jump-backward transition into state
A;_, attime t, (1 < v < i), then the adjusting value is determined as:
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0€:ST:0T €20¢ 13quadaeg e



DQ=—(QV(1SVSO (14)
where
v : the number of backward transitions

Step 9: Calculate the adjusted forecasting results. In general, for forecasting result F'(t) can be obtained as:
!

FI(®) = F() Dy +Dp = FO £ (3) £ (5)v (15)
Stationary in Time Series Forecasting

In a data, it is possible that the data is not stationary because the mean or variance is not constant, hence, to
eliminate the non-stationarity to the mean, the data can be made close to stationary by using the method of differencing.
The behavior of stationary data includes not having too large variations and tends to approach the mean value, and
vice versa for non-stationary data [11].

1. Stationary in Variance

The data that is not stationary in variance can be transformed. Therefore, the data becomes stationary in

variance by doing a power transformation calculation. Box and Cox in 1964 introduced power transformation as

follows [8]:
Zt -1
Zl = fl A#0
In(Z,), 1=0 (16)

Z, : time series in period t
A transformation parameter

2. Stationary in Mean

The Augmented Dickey-Fuller (ADF) test is one of the tests that can be employed to evaluate the stationary of
time series data in mean. It is to see whether the model obtained has or does not have a unit root. The data that is not
stationary in the mean can be stationary through the process differencing. This test has a regression model as follows:

AZy =06Zp g + X2 VibZiy4q + a; (17)

Hypothesis testing for ADF model is
Hy: p = 0 (Have unit root)
Hy:p # 0 (No unit root)

The null hypothesis is tested by t-statistics which is given by this formula:
5
)

(18)

where

5 : estimated value of parameter &

SE(§) : standard error for estimated value &
Reject Hy if |7| > |Ta;df| or p-value < a [12].

Autoregressive Integrated Moving Average (ARIMA)

Autoregressive Integrated Moving Average is a forecasting method that can predict time series data stationary
in variance and mean. For the data that did not fulfil the stationary, the transformation and differentiation process can
be conducted, then ARIMA method can be used if the data has met stationary. In addition, it takes a lot of object data
to determine the best ARIMA model on the observed object. The ARIMA (p, d, q) model is a univariate time series
that merges the autoregressive (AR) and moving average (MA). The general form of ARIMA (p, d, q) can be written
as [13]:

é,(B)(1 - B)%y, = 04(B)e; (19)
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with
¢p(B) = (1= ¢1(BY) — ¢,(B*) — - =, (BP))
0,(B) = (1 = 6,(B*) — 0,(B*) — -+~ —6,(B))

where

Y, : observation at time t

¢, : AR coefficient on order p

04 : MA coefTicient on order q

& : error at time t

d : degree of differentiation

B : Backshift operator

Forecasting steps for ARIMA method is as follows:
Step 1: Model Identification
The identification of ARIMA model is based on the pattern shown in the auto correlation (ACF) and the partial
correlation (PACF) plot of the data already stationery. Theoretical behavior of ACF and PACF plot is shown on Table
1:

TABLE 1. Theoretical behavior of AR(p), MA(q),

and ARMA(p, q) models on ACF and PACF plots

Model ACF PACF

AR (p) Tails off Cuts off after lag p

MA (q) Cuts off after lag q Tails off
ARMA (p, q9) Tails off and or cuts off  Tails off and or cuts off

Step 2: Parameter Estimation
There are several methods for parameter estimation such as Moment Method, Maximum Likelihood and Least Square
which can be used to estimate the parameters in models [13].

Step 3: Parameter Significance Test
The parameter significance test steps are as follows:
a. The model for parameter significance test:

¢p(B)(1 - B)%y, = eq(B)st (20)
with
¢p(B) = (1 - ¢1(Bl) - ¢2(BZ) e _¢p(Bp))
0,(B) = (1 —6,(B") — 0,(B?) — - —6,(B?))

b. Hypothesis testing for AR model
Hy: ¢, = 0 (Not significant parameter)

Hy: ¢, # 0 (Significant parameter)

Statistical test calculation for AR model is:

_ (¢i-0)
teaic = 55(&’1) (2D
Reject Hy if |tcqic] > t%(n_l)
Hypothesis testing for MA model
Hy: 6, = 0 (Not significant parameter)
Hy: 0, # 0 (Significant parameter)
Statistical test calculation for MA model is:
§1—0

tealc = m (22)

Reject H() if |tcalC| > tﬁ

2(n=1)
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If there is one parameter that is not significant then return to Step 1

Step 4: Diagnostic Checking
Diagnostic checking models are carried out to ensure if the remaining models meet the white noise. The following is
steps of diagnostic checking [14]:
a. Hypothesis testing Ljung Box
H, : there is no residual autocorrelation
H; : there is residual autocorrelation
b. Determine Ljung Box test statistics:

A2
1

+-2 4 +n_K) (23)

Q=nn+2) (n_l
Where:

Q : Ljung-Box Statistics Test

n : number of observation data

K : number of lag observed

ﬁ-z : estimated correlation of residuals on the i-th of the lag with i = 1,2, ..., K

Reject Hy if Q > xfc—p—g)
If there is autocorrelation between the residuals, then return to Step 1

Step 5: Overfitting

Overfitting is applied to get the best model with addition or subtraction of the order of AR (p) and MA (q) parameters
from the tentative model has been obtained. The best model is the model with significant parameter and residual series
that does not have autocorrelation.

Step 6: Selection of ARIMA Model
The selection of the best ARIMA model is minimize the information criteria such as Akaike Information Criterion
(AIC) value.
AIC =nlng2+2(p+q+1) (24)
62 = SSE/n (25

However, it is known that for the autoregressive model, the AIC criterion does not gives a consistent order of p,
hence for comparison using other information criteria such as Schwarzt Bayesian Information Criterion (SBC)
SBC =nIné?+ (p+q+1)Inn (26)

Model Selection Criteria

The selection of the best model is by comparing the error values forecasting of the method used. A method is
better compared to other methods if the forecast error value is produced smaller.

If Z,,Z,,..,Z, state the whole data, and in sample data can be stated as
71,25, o, Z, m < 0. If the adjusted value is Z;, Z,, ..., Zm, m < n, the value of MSE, RMSE and MAD for in sample
data defined as [15].

m Zi_Zi

MSE =Y, —, m<n 27
RMSE = [ym 2% m<n (28)
MAD =37, B2 m < (29)
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Furthermore, the accuracy models can be also measured by Mean Absolute Percentage Error (MAPE) with the

following formula [13]

Ac—Ft
Ag

MAPE = -3, (30)

where:
A; : Actual data value at period t
F; : Forecast data value at period t
n : the number of data
TABLE 2. MAPE Value Interpretation

MAPE Judgment of Forecast Accuracy
<10% Highly Accurate

10%< MAPE< 20% Good Forecast

20%< MAPE< 50% Reasonable Forecast
= 50% Inaccurate Forecast

The smaller the MAPE value, the better the model. Table 2 shows a scale to assess the accuracy of a model
based on MAPE value was developed by Lewis (1982) [16]. Root Mean Square Error (RMSE) is the magnitude of
the prediction error rate, where the smaller (closer to 0) the RMSE value, the more accurate the prediction results will
be. In this study, the model selection criteria used are Mean Absolute Percentage Error (MAPE) and Root Mean
Squared Error (RMSE).

RESULTS

Data Description

Table 3 shows that the average price of crude oil is US$58.68 per barrel with spread data of US$21.92 per
barrel from the average. The lowest price was US$ -37.63 per barrel, while the highest price was US$123.7 per barrel.
Skewness shows a positive value of 0.077 or the values are concentrated on the right side (located to the right of M,)).
Thereby, the curve has a tail that extends to the right or the curve skews to the right. Then, with a kurtosis value of
less than 3 which is 0.159 then it can be said to be a Platykurtic curve. And Fig 3 shows a time series of crude oil
prices for the period March 3, 2020 — March 31, 2022.

TABLE 3. Descriptive Statistics

N 547
Mean Value 58.68
Standard Deviation 21.92
Minimum Value -37.63
Maximum Value 123.70
Skewness 0.077
Kurtosis 0.159

FIGURE 3. Time Series Plot
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Fuzzy Time Series Markov Chain Forecasting Analysis

Step 1: Define the universe of discourse U
Based on historical data obtained the minimum value D,,,;;, = —37.63 and maximum value D,,,,, = 123.70 with
D; = 0,37 and D, = 0,3 which has been determined by the researcher hence U = [—38, 124]

Step 2: Specifying Class Interval
a. Determine the number of class intervals
The calculation of the number of class intervals is determined by using Sturgess Rule and obtained
K =1+ (33logN)
K =1+ (3,3log547)
K =10,035 = 10

b. Determine the length of the class interval
[ = [(PmaxtD2)—(Dmin—D1)]

K
(123.7+40,3)-(-37.63—0,37)]
10

1=
l=16.2=16

Furthermore, divide the universe of discourse U into several partitions according to the number of class intervals,
which is 10 and the length of the class interval is 16. Hence the interval and the middle interval can be seen in Table
5.

TABLE 4. Class Interval and Middle Value Interval

Interval Middle Value Interval

u, = [-38,-21.8] —29.9
u, = [-21.8,-5.6] —13.7
uz = [—5.6,10.6] 2.5

u, = [10.6,26.8] 18.7
us = [26.8,43] 34.9
ug = [43,59.2] 51,1
u, = [59.2,75.4] 67.3
ug = [75.4,91.6] 83.5
ug = [91.6,107.8] 99.7
U, = [107.8,124] 115.9

Step 3: Fuzzification of actual data
Based on the fuzzy set that has been formed, where the oil price data is converted into the form of linguistic
values. The results of fuzzification are notated into linguistic numbers can be seen in Table 5.

TABLE 5. Crude Oil Price Data Fuzzification

Date Actual Data (Y,) Interval Fuzzification
03/03/2020 47.18 ug = [43,59.2] Ag
04/03/2020 46.78 ug = [43,59.2] Ag
05/03/2020 45.90 ug = [43,59.2] Ag
06/03/2020 41.28 us = [26.8,43] As
07/03/2020 31.13 us = [26.8,43] As
30/03/2022 107.82 Uyo = [107.8,124] Ao
31/03/2022 100.28 Us = [91.6,107.8] Aqg
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Step 4: Determining the Fuzzy Logical Relationship and Fuzzy Logical Relationships Group (FLRG).

In Table 6 is shown Fuzzy Logical Relationship (FLR) which is the relationship between each data to the next data in
the form of a fuzzy set based on the determination of fuzzification. After obtaining the FLR, then the FLRG is
determined which is the grouping of each state transfer namely the current state and the next state.

TABLE 6. Fuzzy Logical Relationship (FLR)

Data Order FLR
1-2 Ag - Ag
2-3 A = Aq
3-4 Ag = Ag
4-5 Ag = Ag
5-6 Ag = Ag

545 — 546 Ay = Ag

546 — 547 Ag - Ag

Step 5: Defining Markov probability transition matrix.
The transition probability matrix in this study is 10 X 10 because, in Step 1, the number of class intervals is 10. The
following is the transition probability matrix:

r0.857 0.142
0.040 0.800

0 0.267
0

SO OO O OO
O O OO OO

0
0.160
0.600
0.016
0.011

0

oS O OO

0.029 0.941 0.029
0 0.867 0.133 0
0.059 0.871 0.071 0
0.067 0.892 0.041

o O O

0

0 0
0 0
0.133 0
0.812 0.172
0.105 0.863 0.021
0
0 0
0 0
0 0
0 0

0
0
0

o O oo

0

0
0

S OO oo

0

0

SO OO OO
[=leloloNoloNel

0.086 0.914

Step 6: Define defuzzification and determine the adjustment value to forecasting result. After the transition probability
matrix is formed, the next step is the calculation process for forecasting and defuzzification of the previously obtained
FLRG. Before determining the forecasting results, the Markov chain fuzzy time series method has a step to adjust the
forecasting results for each relationship between the current state and the next state.

Step 7: Determine the adjusted forecasting
After the adjustment value is obtained, then the forecasting results are determined which have been adjusted can be

seen in Table 7.

TABLE 7. Adjusted Forecasting Results

Date Actual Initial Adjustment Final
Data (Y,) Forecasting Value Forecasting
(Fp) (F'p)
03/03/2020 47.18 - - -
04/03/2020 46.78 45921 0 45921
05/03/2020 45.90 45.575 0 45.575
06/03/2020 41.28 46.244 -2 44.816
07/03/2020 31.13 36.338 -4 32.828
08/03/2020 34.36 32.233 1 33.177
30/03/2022 107.82 105.598 0 105.598
31/03/2022 100.28 100.043 0 100.043
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FIGURE 4. Plot Using FTS Markov Chain

The Fuzzy Time Series Markov Chain method has a very good performance in forecasting crude oil prices
during the Covid-19 pandemic. This is indicated by the resulting MAPE value of 2.76% (less than 10%) and RMSE
580.3 on daily data for March 2020 - March 2022. This is supported by the similarity plot between the forecast data
and the actual data as presented in Fig 4. And the results of forecasting crude oil prices for the next 5 consecutive days
period (April 1% -7, 2022) are US$99.83, US$105.12, US$101.89, US$98.31, US$96.93 (per barrel).

ARIMA Forecasting Analysis

In time series analysis, stationarity is required to minimize model errors in order to get the best model. The
first step to determine the stationarity of the data is to make a time series plot. From Fig 3 it is obtained that the data
is not stationary due to the fluctuating data where the data is not around a constant mean or on average does not form
an almost horizontal trend.

In addition, the stationarity of the data can be determined by the unit root test using the Augmented Dickey
Fuller (ADF) test. The unit root test hypothesis is:

Hy: p = 0 (There is a unit root)
H;: p # 0 (No unit root)

Augmented Dickey-Fuller Test

data: price
Dickey-Fuller = -3.0149, Lag order = 7, p-value = 0.1487
alternative hypothesis: stationary

FIGURE 5. Unit Root Test Result with ADF Test

From Fig 5 above obtained p-value, 0.1487 is greater than & = 0,05 then accept H, so that it can be said that
there is a unit root which means the data is not stationary. Therefore, a differencing process is needed which was
previously carried out by the natural logarithm transformation process on 547 crude oil price data during the Covid-
19 pandemic hence the data becomes stationary with respect to the mean and variance.

Furthermore, the natural logarithm transformation process and differencing process are carried out. And from
Fig 6 it is obtained that the data is stationary at the first difference level, thus indicating the value of d = 1. To
strengthen the existence of stationary data, Fig 7 shows the results of the ADF test with the data from the logarithmic
differencing process. The p-value obtained from the unit root test results is 0.01 < 0.05 (a) so that H, is rejected,
which means that there is no unit root so that the data is stationary.
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FIGURE 6. The Result of Differencing-Natural Logarithm Plot

Augmented Dickey-Fuller Test

data: Differencing_Data$Diff1l
Dickey-Fuller = -7.6654, Lag order = 7, p-value = 0.01
alternative hypothesis: stationary

FIGURE 7. The Result of Differencing-Natural Logarithm by Using ADF Test

This is also in line with the ACF plot and PACF plot where there are no more than 3 lags that come out of the
confidence interval shown in Fig 8(a) & 8(b). Because of the time series data has met the stationary requirements.
Therefore, forecasting can be done and there is no need to do further differencing (second order differencing).
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FIGURE 8. (a) ACF Plot & (b) PACF Plot After Natural Logarithm Differencing Process

After pre-processing the data, the next step is to identify and estimate the best ARIMA model from the results
of the transformation and differencing processes. Based on the analysis of the order correlogram on the Auto
Regressive (p) PACEF plot in Fig 8 (b), the significant order is lag 18 and from Fig 8 (b) the ACF plot also shows that
the significant order in the Moving Average (q) is lag 18. Significant order is obtained by considering the outgoing
correlogram. of confidence intervals. So, the models estimated on crude oil price data during the Covid-19 pandemic
are ARIMA (1,1,0), ARIMA (0,1,1), and ARIMA (1,1,1).

Furthermore, the parameters selected into the model are if the p-value or significance value for each parameter
is less than a (0,05). The hypothesis used is as follows:

H,: Parameters are not significant in the model
H,: Significant parameters in the model

The results of the significance test on the three ARIMA models estimated in Table 8 show that only ARIMA
(0,1,1) has significant parameters where p-value MA (1) is 0.023 less than a (0.05) then reject H, which means only
ARIMA model (0,1,1) has significant parameters in the model. Furthermore, the selection of the best model is also
carried out by analyzing the Akaike information criterion (AIC), Schwarz information criterion (SIC) and Hannan-
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Quinn criterion (HQC). Table 8 shows that the AIC, SIC and HQC values in ARIMA (0,1,1) have the lowest values
compared to other ARIMA models. In addition, the MSE value on ARIMA (0,1,1) is also the lowest, so it can be said
that ARIMA (0,1,1) is the best model to use on crude oil price data during the Covid-19 pandemic.

TABLE 8. ARIMA Model Estimation

Model/ Variable p-value MSE AIC SIC HQC
Parameter
ARIMA (1,1,0) AR (1) 0.058 2.83 3.750 3.776  3.760
Constant 0.459
ARIMA (0,1,1) MA (1) 0.023 247 3.689 3.694 3.690
Constant 0.400

ARIMA (1,1,1) AR (1) 0.246 278  3.723 3.741 3.753
MA (1) 0.812
Constant 0.427

TABLE 9. Diagnostic Checking

Lag p-value Decision
12 0.392 white noise
24 0.299 white noise
36 0.618 white noise
48 0.656 white noise

To obtain the best ARIMA model, diagnostic checking includes white noise and normal distribution of
residuals. The white noise test with the null hypothesis is that there is no residual correlation between lags. Table 9
shows the p-value by Ljung Box Statistics for ARIMA (0,1,1). From Table 9 the value of all p-values at lags to 12,
24, 36 and 46 is more than a (0.05) so accept H,, that the residuals do not contain autocorrelations or white noise. This
is reinforced through the residual ACF and PACF correlograms, in Fig 9 it is shown that probability > a (0.05) which

resulting the white noise model.
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FIGURE 9. The Output of ACF and PACF Plot for Residual Autocorrelation Test

Normality testing was carried out using the Kolmogorov-Smirnov test with the null hypothesis is the residuals
are normally distributed. The residual is normally distributed if the p-value is more than a with a value is 0.05.

The results of the normality test using the Kolmogorov-Smirnov test showed that the p-value in ARIMA (0,1,1)
residual probability plot has a value of more than 0.120. Hence, it can be said that the residuals in the model are
normally distributed. Due to the model satisfies the white noise test and has a normal distribution of error, the ARIMA
model (0,1,1) is the best model so that it can proceed to the next stage, which is forecasting.

The best model used is ARIMA (0,1,1) with constants written in the form of an equation, the following model
is obtained:

(1 - B)Y, = 0.0587 + 0.0293¢,_, 31)
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where ¥, = InZ, , then the forecast value for Z, is
) Zy = exp(Yt) (32)
where Z,; : crude oil price prediction

MAPE & RMSE resulting from the ARIMA method are 3.85% and 856.7 which shows that ARIMA
performance is highly accurate. Fig 10 shows a plot between the predicted and actual values using the ARIMA method.
Table 10 shows the prediction results by using the ARIMA Model (0,1,1) for the next 5 consecutive days period (April
1t -7t 2022):
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FIGURE 10. Plot Using ARIMA Method
TABLE 10. Crude Oil Prices (Confidence Interval 95%)
Date Crude Oil Prices (USS$ per barrel)
Prediction  The Lowest Prediction  The Highest Prediction
04/01/2022 100.831 94.285 108.364
04/04/2022 102.976 96.199 109.752
04/05/2022 100.598 93.287 108.451
04/06/2022 95.711 91.143 105.639
04/07/2022 95.832 92.547 107.433

Comparison Forecasting Methods

Comparison of forecasting accuracy can be done visually and analytically. A comparison of forecasting
accuracy visually is done by comparing the estimated value and the actual value using a time series plot. While the
comparison of the accuracy of forecasting time series data analytically is done by comparing the forecasting error
values between methods. The comparison of the forecasting results of the ARIMA and Fuzzy Time Series (FTS)
Markov Chain methods visually on the crude oil price data is done by comparing the plots of the actual value and the
forecast value of crude oil prices as presented in Fig 11. Based on Fig 11, the forecast value plot of the FTS Markov
Chain method is more similar or closer to the actual value pattern when compared to the ARIMA method, which
means that forecasting using the FTS Markov Chain method is better than the ARIMA method on the data as many as
547 observations.
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FIGURE 11. Actual Data & Forecasted Data Plots Using FTS Markov Chain & ARIMA Methods

Analytically, the comparison of forecasting accuracy in this study is conducted by using MAPE and RMSE
values as a measure of forecasting error. The MAPE value obtained by the FTS Markov Chain method is 2.76% and
the RMSE is 580.3. While the MAPE value generated by the ARIMA method is 3.85% and RMSE is 856.7. Due to
the MAPE and RMSE values in the FTS Markov Chain method are smaller than the ARIMA method, it shows that
the FTS Markov Chain method works better than the ARIMA method to forecast crude oil price data during the Covid-
19 pandemic for the 2020-2022 period. The results visually and analytically yield the same conclusion that the FTS
Markov Chain method has better performance than the ARIMA method. The results of forecasting time series data on
crude oil prices during the Covid-19 pandemic using the FTS Markov chain method and the ARIMA method alongside
the MAPE and RMSE values can be seen in Table 11.

TABLE 11. Comparison of Actual Data with Predicted Data for Crude Oil Prices
Crude Oil Prices (US$ per barrel)

Date  — val Data (Y,) FTS Markov Chain __ ARIMA
03/03/2020 47.18 - -
04/03/2020 46,78 45.921 47.238
05/03/2020 45,90 45.575 46.852
06/03/2020 4128 44.816 45.986
07/03/2020 31,13 32.828 41.477
08/03/2020 34,36 33.177 31.492
30/03/2022 107.82 105.598 104.182
31/03/2022 100.28 100.043 107.364

MAPE 2.76% 3.85%
RMSE 580.3 856.7
CONCLUSION

This study aims to predict crude oil prices during the Covid-19 pandemic and compare the performance of
crude oil price forecasting by using the Fuzzy Time Series (FTS) Markov Chain method and Autoregressive Integrated
Moving Average (ARIMA) method. The data used is daily data on the crude oil prices with West Texas Intermediate
(WTI) Standard in US$/barrel for the period March 3, 2020 — March 31, 2022. The Fuzzy Time Series Markov Chain
method has an excellent performance in forecasting crude oil prices during the Covid-19 pandemic. This is indicated
by the resulting MAPE value of 2.76% (less than 10%) and RMSE 580.3 on daily data for March 2020 - March 2022.
ARIMA model (0,1,1) with constants is the best ARIMA model for modeling actual data on crude oil prices for the
period of March 2020 - March 2022 during the Covid-19 pandemic so that this model can be used for prediction of
future world crude oil prices Covid-19 pandemic. MAPE of this model is 3.85% and RMSE is 856.7. Based on a
visual and analytical comparison, it can be concluded that the Fuzzy Time Series Markov Chain method works better
than the ARIMA method in forecasting crude oil prices during the Covid-19 pandemic on period March 2020 - March

080006-16

0€:ST:0T €20¢ 13quadaeg e



2022. These results have several important implications for Indonesia, especially on policy recommendations and
economic development due to changes in oil prices that have an impact on several sectors.
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Absarast, Cresde il if a vita) il resoaree meoded worldwade and @ moed demanded commaodity, Fludbsatmg oil prces can
afTocd w coumre's oconomio conditkons g, eoonceric growth, inflston méo. monoy sepply, exchampe rolo md micrest sles

Commeguently, slatiahial Tomasistmy oushods see needed Tor o mone secucile peedcion an pemud 1 s suppors decisice-mking
Thi= =i 1 prodct crade onl prces Garmg e Covid-19 @ ug e comppan: B pedomance of mids ol price
forecasting Eeieg i Fleesy TimeSenes (FT5) Mooy Chaim mediod 5o Astoregresdve fegrated Moving Average (ARIMVEA )
method. T et used 15 daily crode mil poces with West Vo Iniemeediae (W11} 33 idord @ LS Sdberee] irom Mlarck 3, 2020
m March 30, 2L Forocaamp with the FTS Makow Chain method nesalled s meosn sbsolse pisentige amor (MAFE) of
1.96%, md mot mean sgaere eoror ERMEER of 33003, The best medel for ARBAA iz ARIMA (01 1) which produces MAPE of
3.85% md BEMBE 850.7. Due o 1B MAPE & RMEE v in The FTS Markow Cham st being smallér thae the ARIMA
mithinl, Hemge, fiwecisimg wang he FTS Markoy Chain beter purlommancs Ban (b ARDVEA mithesd an the brecsiing of
emade oil prices during the Civiad-19 pandemi,

ﬁTEDﬂUCT[ﬂH

Caorunavirns Disense 2019 {Covid-190 i 2 new tbype of vires cansed by SARS-Cov-2. The new svine vanan is
finown 1o havee aniginated from SWoahan, China ond wos firs) discovered in sarhy December 20 % when o patient was
diapnosed with umusunl prevmoenin [1]. The Covids |9 vimox has queckly infected hundreds mnines m dhe warld
andl has spread fo Asia, Ewope, the Middle East, America, and other regons, Resuling that in 200, fhe Waorkd Health
Chrganiztion WEIT) doclered thit the Covid: 1% pasclensic was a glshal pandemic. The Covid <19 pimidermic has not
enly nffected hsakih, b it has also gmnll@cmd the glabal eeonomiy

Crode ol is o commupdty that has anim in theé coonomy 6Fa counity . Crede ol as a yital inpua is
mzeadead i iadlusarial progection proceises, especially W generaie ebaciricity, mun production machings, and iranspon
produscs 1z tho mosked. Enaddition, oil 3 alse mportant for sustainable seooomic and socinl desclopmunt. Flowever,
it 5 clenrly oees dunt dering the Covid-1% pandemic, ensde oil prices flucheare. B oppearned in Fig 1 thm sine 1% the
price o FWTT {West Texas Intermedinie) crude ail has shown o decline and dipped shamly uniil April 2000 as a nesil
of the Covid-19 pandemic. This is due B ihe Hmited spoce for humon activity which has s impact on decreasing
demane fior orecde vl and overproduction [2]. Changes o cmnle «al pnces are not enly offected by the Cowvid-19
pandemic bui aiso miflsenced by the policies of OFEC (Drganizetion of ithe Petrolesm Exporting Coaniries ) members
anel comflics in crude oil producing coundmies,
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Alang with the decreasing mumber of Covid-1% cases, industrial activiny slowly continwsd 10 nomnal wniil m
dhe end of 2021 crude vil prices floctested and pended w increase in the inermatioss] market. In the perisd Ocober -
Decumber 221, the average ol price resched UES 77.3 per barrel, The inerease i the oil price average m 2021 hos
crcaloted by shawt 42,39 compared o the odl price avemge in 2020, Fluerantiag changes in oil prices hove received
considerahle attention innecent decades hocause they have a sigmificant polifical impoe. Various atbempds wene mode
s explaim the behaviar oFail prices as well as to see the macroscanpmic consequences. In Indonesia Nuctuabions in
ail prices heve o impest on ecoonemaic grew s over 3 ceraim penod. dosrestic inflmion, meney supply, real exchanges
milex, and imderest mbes [31 Doe o the resulting mmpact is being very significant, a stobistical forecasting method ix
s thar can accuraely prafict cnele ol prices during the Covid-19 pardensic,

In this gudy, ol price forecasting wsed the Furey Tme Senies v Chom ond Autoregressive Integrated
Miowiing Aversge (g 1IMA) methods. The A REDMA el &3 sainnhle ine senies das forecasting mehdod wheye the
mctod Iz that isnotstationery in vimiance 2nd mem sech s crode mil prices Sda thad moyes fluciuating.

A RIMS hos beon mccmsielly applicd o s much lorper sals in varks ficld mupinly dus Wil com-lo-use comgm
and wiiliby algocithm [4]. For the advimtages of the Fuzsy Time Senes [FTS) method, m previous resenrch conducted
by 3] that the foreensting reselis using dhe FTS Markoyw Chain method has a low error mie aad bas a high degres of
ALCUIRILY.

The fuzzy time: senes method wos first proposed by Song and Chissem by applyving Mgy ogic o develop the
B i ey Lrmes gerigs. 1 is o dynamic process of o lisgestic vanahle where the lingwistic value & ol sel [6].
Howewer, based an the reswlis of previoas research by Teaer that tee FTS method medificd with o cluxin
concepl abtined a bietter level of aceuracy than the FTE withaut Ma chain. The implementdion of the ¥arkay
eheiin fuszy time sevics method wis firet mirodueed by Tsawr (200 1) in Brecasting the Taiwan cuméney exchmge rib
aginst the diliar [ 7). >

The ARDMA method was discoveral by Bos and Jenskim (19765, The ARIMA meahed (g, g ) whers p
reprepents the arder of the sutoregressve proces (ARY, o represemts the difference (differsncing) end g represenits the
erder ol the meving avernge (MA] precess. Dos and Jenkme nse ARIMA madels for single-varable (umvanats ) tme
seied, The sieps of the ARIA method ane moded identi fication, paeemeter estisnabon, parameter significance teding,
diapnogee checking and forecasting [1].

an the de o stabemend, the puspose of this sudy 5 1o pradict cnsde oil prices diring the Covid-19

pandemic and sompane the performancs of farscasting erade oil pricss using the FTS Markoy Chain method and the
ARIMMA methed. Henoe, it is boped that the prechiction results can be considered iz dedision making related o crude
ail prices for the gevermment and sconomic praciitioners, This sudy b limited o only entenng histencal data values
fram ail prices withoat the influence of exogenees factars om the model
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DATA AND METHODS

The m-:mtl..lr}'gl.l wseel in this study is the doily Saia of West Teoas Intermediate (WTI) sandand onade oil
prices during the Cowid-19 pasdemie, from March 3, 2020, i Marcls 31, 2022 The dea is the clesing price of cnade
il in unite of LSS per harne! amd sowrced foom hepdid investingeom, The tatal nembser of dimn iz 327 don with daiw
cacliding holidays

Fuzey Thme Series

Fuzsy Limess renics {FTS) wae first develoged by Song & Chisaony (19035 Fuazy time senies defines o fueey
relation formed by determining logical relabineship of traiming data. FTS 150 lomécasting method with the concept of
fuaey logic which ean overcoms the analysis of data inthe formof Imgoistic value that eannot b bandled by elassical
time serics meihosds,

Supgsrss U 5 aosebal the imiverse, IF = fi, 10,10, o 0 | then e ooy sel A of 8 i defined by Equation {15

A=.r.1|:"1:|+f.1_{“:}+nl+|r.ﬂul|_:' i
3 iy Wy En

Where f, 15 0 fencnon member afthe fueey st A, £ I = [0.1], £ (a1, ) indicaies the grade of membership of

dy in'the fuezy s A and 1< i = [0,

weral defimitions of Tusery me semiis ane [ 10]:
tin |
Supgge Xt = -0, 1.2, .. & subset of B. Let Xt} be o umiverse of discourse an a set fueey G000 =12,k
I FE) is setaf [y (E) then FUEK is refored o as fuzey fime series on X000}

tinm I
IEFEY is dee w FE— 1] and denoted In.F'-I:I! — 1) = Fi{r), mcon be woticn 25 follows
Flth= F{e—1) R{Lt— 1) 2
Where ® = " is max-mim sempesition sperstor, B¢ — 10 s a furey logicnl relationshap between F(2) amed FE - 1),
and pam b exprowaed by REF= 1) =y, ® (5 = 1) where U is unisn opersion

Dhefiniti

Suppose FIE) = A 5 caused by FUE= 11 = A;, then ihe fuzzy logical relntionship ie definsd ig d; = Ay

If there are fusey logical relatonship obtzined from stute 4, then 2 raesition s made o anether stale A; wiere f =
LZ,...m a5 Ay = Ag, Az = Az, ., Az — Ay hence the fuery logienl relativrshap are grouped mae o fuzey logical

relationship group as;
Ag—= AL A A, ih

Pnﬂy Time Series Markov Chain
Tirme Serics Markoy Chain flowechart shaown in Fig 2 and the meilod steps ore m fellows |7, %)
st 12 Dheling the universs of dissonse O %1
Thetermyine minimwm valus Dy mnd masimum vabue Dy of historical then define the universe of disorse
W s foslloes:
U= | Dy = By, Dy + D )

whens Iy and By are boo gositive menshers that determined by verearcher
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FIGLURE 2, Flawehan of Fuzey Tume Senes Markoy Chain

Siep £: Calon mumher of furey miervals inta sevemal equal length interval
. Determining the nunber of eliss interval using Sturgess Bole in Eguation (33

=14+ {331lgN} (5}
where

K : sumher o infervals
n : ampani ol doia

i, Betermining the lengih of class imerval by Equation (6
B (48 i+ 0z b=l i =04}

0 (&)

where
|z imerval length

Seep [rcl'mingg: Ty set A, in b universe of discourss [, For every forry 550 4 :@ 12, .. .n) defined in the
aiimber ol kel which lesve bon specifiad, whese Ay Az Ay defisal by
Ay = 1w + 500 + 0fuato e
Ap = 05 i + 1 + 0.5 b D)
1

Ap = [0y ek 0.5 0+ Ll (N

7
Step 4: Fazsificatian of histarical dara. Fursifiestion is o E-]'HEL‘!I]‘EI‘“ of real vaboe (crisg) into the form fueey
By mapging the real value imeo fzey s thit comespend. [T 8 time series datn seis are on imervals g then the dati is
lusmnbied inbo fursy sel A;.

Siep 5z Detenmining the fuzey logical relativanlsip ond ey logical relativan lips group ( FLEO), Based on Definition
1, furey legical relatiomshap group can b sasily okanined.

Btep 6: Defining Markow probahility transition matroe.
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FLEG is nblizoed to ged the probakbility of the next stme. Therefore, we got o Markes transition malriz wilh
dimensian = i, The ransitien prodehility formels can be written as;

Py=li b= 12 (#)
wh
Py :huhi'li.l].' ol trunsition fiean state A; o stie A by one sep
Ay ¢ number of tronsitions frem state A, s stole A, by ooe fep
M the quantity of data inchuj in the A, sate
The probabality matric stale P can be wosten as fllows
Py Pz - P
mmf® 2 O P
P:I Pn:l i an
where Tiua By = 1
For the matnx P, several defmmbons as folkows:
Lo WPy 20, tuen stnie A, is scoessible from sinte &)
L IFsaees Az amd Aj dre accessibhe i cacly other, (hen A cenmmumicoes with 4,

Step T: Dheline defarrification forscasting valoe
To generate forecasting vales fram the obtained probability neatria then it can be calcalated by dhe rule as following
. WFLRG A, is emnpdy, (A, == @) then forecastmg valoe is way thas the maldle vabae of w, con be wntien by
F{t) = m,
L. WFLRG Ajis ong o ome {assume Ay —= A wikore F‘,II = land F = L f+ &) thenthe forvexsing: wolueo 18 mig the
meiddlo vnlue of wy
F[I':l = l'I':I..EP,aJ| =™, inl

1 IFFLRL A is one to many (wsame A = Ay, A4y, Al = L2 on) And if ¥t — Tl time (£ — 1) which

i o stade, A; m the farecasting value i

F[!} = :I'I'I.En +1‘|'|:=F_ﬂ + '“+1'I'I_|'_-|P_||:_|_-|| + ]‘rl_! - !.I.P“ +:I'I'I.|'*_1PJUJ_|:| + ""I-I:I'I.nrrw ]
where:
My, Moy, W - the mad paing o F g, g, ooy,
Fit=1} +nctisl value fram state A, gt limet = 1

Siep B2 Deteromne the adjustrent vxlue o fonmcasting resuli. Adjustment foreersing used o review frecastiag emor,

The adjusting rubes for forscasting valie & explained ag follows

I OF smbe Ap comimusicaics with A, starting = s Ay artime ¢ =1 a5 Fr= 1] = 4; and occur an incregsing
tramsition ider slots Ap ot time © 00 =5 1) then the adjusting: valug @ determings as

a=()

whernz:
11 imterval lengih
1 I atate A comanumicates with A, saaing in siase Ay o tme time & = 108 P00 = 10 = 4 nd oecor a decreasing

transition inbe state Ay ot timee £, 0 2= 7). ten the adissting vobug is determined as
i

By = = 13) (12)
1. Wihe vurrent stabe is imstie A o ime ¢ — 1w FIE — 1) = Ay, and coour a ump-forsand fanstion mio siate A,
albime £, {1 = 5 < n — i}, then the adjusting value is determmed as:
(i A —{;];,(_1 Z=rEn=1(} 1134
where
5 ¢ ihe numser of ferwand mnsitions

4. Il the carmes sinke (& in st Ay of time © = 1 as Flt=1)= Ay el cCoair a qunp-backow pnd ransicion (2o sae
Ap-p b aime £01 = =0 then the kljusting vadoae s delomingd as:
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D =—(:)nilsvsD (14
whens
7 e numbesr of backwand transicicns

Sigp % Caleulmte the ndpustod fomecosting ressla, Bn general, for forecasting ml:%t] can b aibtaand as:
Filt) = Fle) £ 0y 1 0,y = F0 £ ()£ (D)o (15)

Stationary in Time Seriex Forecasting

In b datn, it iz possible thar the doa is not statiosary becanse the mesan or variznee is nod corstan, henes, 10
ehirmnate the nune-statinnanty & the mean, the data can be made close 1o stationory by using the methed of differencing.
The behavior of saboeary daw inclinles ol having ow large varations and fends o appoach Be mean valoe, and
viee vt T non-seanion ey dacs [11).

. Santionary in Veriance

The datn that is ned siaticnary in varionee ¢an b ransformed. Therefore. the datn hecomes stabionary in

varianes by doing 8 power transformation cakulation, Bon pnd Cox in 1904 iniredoced power irmnsformation as

finlboys [K]:
=1
2= ’i FEY
InfZ,L i=n0 i14k

£p : hime series in periad £
4 mazsformation parameber

1 Buggmary in Mean

Augpmended Dickey-Foller { ADF}) best is one of the texts tha he emploved o evaluie the stabionasy of
e oS datn im0 s o see whether the mosde] cbiained ks oF doess w1 Eve § wnit e, The doem ihat i@ o
slationary in the mean con bz stationasy through the progess differencing, This es has o megnession masdaol s Fallows:

51 AT, = 88+ Bl vl i+ oy 17

Hypothe:sis testing far ADF oedel 1s
Hp: ¢ = 0 (Have unid moal)
Hybpow O [N it oo

The null hypaesis i esed by tsatistics which = grven by this formuols:
B
Irl = (3] ES
whene
& Cestimaed value of paranete &
SE(47  tondand ervor for estinated volue 5

Riject Hg if el = |r¢:¢r| ar pevaluoe < o [L2]

?I.Tﬂﬂgl‘ﬂlll“ Intearated Moving Average { ARIMA)

Auforegressive Inbegrated Moving Average & o Snnecasting methed teat can predic: time series dats sationary

m variance and mean For the daty thi did oot fulfil the stionary, the sansfemmalion and differeatiation pricess cun

somcducted, then ARDLA method cen b used i the dotn b stativnory. In nddinon, it tekes o 1ot of abject doiw

o dedermineg ihe ot ARIM A mndcl-:u. nbseryved ohje ARIMA (p,d. ) moded 5 8 univarini: time serics

shit merpes the outoregressive (AR ) and moving avernge (IMAJ, The general form of ARIMA (p, d., g} con be writien
ag [ 13}

PplBIL — B)ye = (B ey (9
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with
PlE) = (1 — (8"} — @087} — - —f (B"3)
By (8) = (1 — & (B') — 8,(8%) — - —8,(B7))

whire

e s odhservation at dive |

dip : AR coxfficient on onder p

dp WA @I’I’u.‘i.ﬂd (- e o

£ error gl time L

d @ degree of dilfereniiation

B ! Back ehilt operninr

Fomeonsting steps for ARIMA meiwd is as follows:

Step 1 Model Idemitication

The idlentificaton of ARIMA medel 1w boased oo the pattem shown in the oo comelagion [ACEF) oo the partial

cosrrelation [P ACFb plod of the data already stanoaery, Theonetical hehoviorof ACF and PACF pliad is showmn on Tahle

I
TABLE 1. Theorcticel behn@@ral ARiph MAI),
anil ARMAG, ) moslels o ACF @l PACE plos

Madel ACF "ACF

AR ipl Thilk off Uit of T after Ing p

MA () Cuts 0fT wfter lag g Tails off
ARMA (p, gl Tails aff and prcuts aff Tails of Tand or culs off

Siyp 2: Porvmeter Estimpbon
Thenz are several methocds For pprameter estimation sech as Mament Method, Moxineam Likelitood azd Least Square
which can be nsed to estimate the paramcters inmodzls [13],

Sigp 3 Poremeler Significonc: Tes
The pamarmeter significance best steps wre as follomws:
0. The model for porameter significance 1est:

o (AN L — By, = 8, (B} (21}
with
dplB) = (1 - g[8} — bz BT} — -~y (7))
B, (8) = (1 — & (B') — 0,057} — - -, (BT}

B Hypothesis testing for AR maodel
My dhy, = (Mot sigmificant paramester)
Hyi oy # 0 [ Significant parameter)

Suntisticsl st enleslavian lor AR mode] s
_ B

= — r
|-‘-L'ﬂ:J-:' -‘I'F{ﬂl_l (211
Beject Ha il 18] > t%f,,_“
Hypathesis testing for MA madel
bt dy = O [Mod significont parameter)
Hyt By @ O Sipnificans pammeter
Satictical e cobenlation for MA mede] i«
e, 23

t :
cafc ™ b'l:!'[ﬁr_l

Reject Ry if leoicl > &, o)
-

EIHE-T
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IFthere 5 vee panumester that is ned sigrificont then retwm o Step 1

Step 4 Diagmestic Checkmg
Magnastic checking muodels ane camricd ot to ensure if the emaining models meot the white aoise. The follewing is
steps ol dingnastic checking | 14
A, Hypohesis testhig Ljug Box
My ¢ there i= no nesidonl meacorrelotion
1y < there 18 ressdual nutacomrelabon
0. Dewrnmine Ljung Box st statstcs:
r?in[||+2]|:n—'£+£=5+---+ﬁ:| 23
Where:
¢ Lieng-Hoex Statishics Tesl
it mumber of observation data
X :number of lag observed
PE s eatimeted corrslation of residwals on dhe 1k of e Jag with § = L2 . K

Reject o if @ > ¥he_yom
IFthere s auomrrelation between thie residuals, then retem o Step |

Step % Overfiting

Crverfinting is applicd 1o get the beat mede] gh sddition or subdracion of the coder of AR (p) and ¥4 {q) porametens
from the tentatrve mode] has been obtzined. The best maodel i the medel with significast parumeter and residual series
thut desex not have anpcarrelanon

Biep 6 Selection of ARTMA gudu]
The zelection of the best ARIMA mbidel s minamaze the informatiom critena sach a5 Aknike Inbormation Crilerion
AT wadwe:
AC=nlnd’ + 2(p+g+ 1) (24)
& = 55E M {25

Howegwer, it 15 knomen that For e siosegressve model, the ALC criterion does nod gives a coraistent order of p,
Benice far comparison using odver information criterie such m Schwara Bavesion Information Criterion (SBC)
SEC=nnd +{p+q+ 1) nn 1241

Maodel 2election Criteria

a&dn:rim of the best model is by comparing fhe ermor voluss forcensting of the method used. & methed is
Beqrer comngansd 10 other method s o the Toracasd error valne B plodeced simaller,

IF Zpdzudy swte dhe whole daw, ond in sample data cen be  sioled  as
iz Zpemt < . I the adjusted volue is 2y, 25, 2 mo < n, the voloz of MSE, RMSE and MAD for in somple
datn defined as {13

MSE=3Fm, z‘f‘, m <= n i17)
[

FMSE = JE:’L,T. R (28]

MAD = Fm B8 oep i29)
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Furthermaore, the ooouracy IﬂL'dE]l.g e also measured by Memn Absolic Pescentage Eror (MAPE| with e
finllewizg formula | 13]
MAPE = iz‘; : |i‘f-:r5l| {301
r
wh
Ay At dots valee 1 period £
F, : Forecas dmu wolue at period ¢
i : the numher of dadn

FE Judyment of Forecas! Aocumcy
= 14 Highly Accurate
105 MATE- 30fs Ciopd Forocast
205 MAPE- 50fn Reasanahle Farecasd
= 5 _Ilul:u.rrl.u- Foreas

% smsller the MAPE value, the befier fs: maode) Tﬁ 2 shows a senle 1o apsess the accupey of 3 madel
Baand om MAPE walue was divebspid by Lwcis {19825 [ 16], Baod Mean Square. Erroe [RMEE) i= the mogmitude of
the pradiction error mig, where the smaller (closer w1 SE valus, the more aceurate the prediction resulis will
k. [n this study, the mode selection cribena uwsed ore Absolute Percentage Ermor (MAPE) and Riood Mean
Squured Ennor (RMSE)

RESULTS
Data Description

Table 3 slwowvs that the averapgs price of crude ol is USS3E6R per bamel with spread dala of USE21.92 per
Barmel oy the averngs, The 10w prce wae LSS -37.63 per bamel, whibe the highcs price wae LISS 123.7 per honrel.
Skenmess shvws a positive vabue of TOT7 ar the valiss e aongomtrated on the right sxle {ects] 9 the nght ol Mg b
Therehy, the curve has o tal teal extends o the nght or the curve skews 1o the nght. Then, with a krbosis value of
lesik than ¥ whach is 00159 tleen 1 can be said b be a Platvkertic curve, And Fig 3 shows a time senies of omode ol
prices fox the period Maxch 3, 2020 - Manch 31, 2022,

TABLE X Desaipiive Statistics

N 47
_ Mean Yalue S5.64
Stundard Devinlon 1].51
Ml inbmeemy Vales -5T.n3
_ Slaxiem Value L2370
Skewmnee aarr
Kuriesis 0159
L 'I!I'
P - e L
s ¥ -
i P
b
¥
II
- - |
L] = - - e -

FIGI.I'E.E-J-.i:Iu-SI-'in Mot
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Fuzey Time Series Markov Chain Forecasting Analysis

“ﬂ] s Do e universe oldiscose 0
Based wn historical dot aobtained the mimom value By = 3763 end macimum valee Doy = 13370 with
Iy = 0,37 and 11, = 03 which has been determaned by the sesearcher benee [F = |—3%, 124]

; Specifying Class Iaterval

i termine e n of class intervals

caloulation o Fhe sumber of dass interals is determinal by ueng Surges Rule and obiamed
E=1+(33logN)
¥=1+{33log547)
£ = 135 = 14
b, Derermine the lengib of the cless innerval

‘ — I[lrmu: ‘l'ﬂz.:'_tl'}n].u =125 ”

I (123.7403%-{—37.61-0.27}]
(11

I'=162 = 16

Fusthermore, dvide e aniverse of discowrse 0 inle several partimmes aecording o ahe nuinber of class imervals,

which s 10 andd the leugth of she clas imlerval s 16, Flenoe the interval and the migldke imterval can by seen i Table
5

TABLE 4. Class Iiverval ond Middle Valus lneral

2 III:-rn'u!_ Slddle Value Inierval
uy = [-38,-21.4] —Z0.9
uz = [-Z18,-5.6] -131.7
by = [—54, 10.6] 2.5
by = [10.6, 26.H) 187
U = [26.6, 43) 4.9
Mg = [43, 59.2] L1.1
uy = [59.2, 75.4] &8T5
by = [75.4, 9L6] Bis
uy = [21.6 107.8] 997
typ = [107.8,124] 1159

Step 3 Fuwification al achul data
Bascel on the fueey st that has been Soneed, where the ol pri 15 comverted imbo the forme of Ingunstic
valugs: [he resulis of fozeification nre notaied wwo linguistic numbers can be asen i Table 5,

TABLE 5. Crnfe 01l Price D Fursificaton

Ikare Al Dt (V) Imierval Fuzification
O30%2020 i7.18 b, = [43,59.2] Ay
QAR 2020 . TR b, = [43,592] A,

QS 20260 45,50 = [43,592] A
AT 2030 498 by = Rk, 4] A
A% 202 313 ur = [26.8 43] Az
0NE2022 107,52 ujp = 1078, 124] Ain
JLARARAS b0, 2 wy = [91.6,107 ) Ay

CIENED- | 6]
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Siep 41 Destormuning the Fussy Logicel Belativnship and Fueey Lagical Belationships Group (FLEACG).

I Table & i= chawn Fuszy Logical Relationskip FLE] which iz the relativeship between each dala o the next data in
the form of & fursy sel hased on the determination of fuerification.. Afler oblaming the FLE, then tee FLEAG i3
determined which is the grouping of cech st mnsfer nimely the cumment stade ond the nec stk

[isita Cirler FLE
-2 Ay = A,
-3 Ay —+ Ay
-4 Ay = Ay
-3 Ax = Ay
S5—6 -qs—".uqs

545 54 Ay =+ Ay

546~ 547 Ay = Ay

Siep 5: Deliming Markew probability mansition matrms,
The trassition probability matrix in ths shedy is 10 & 10 because, in Sdep 1, the momber of closs inervalk is 100 The
fidberwime ds the transition probability matrix:

(OAST k14l L] L L] L] il u ik ik
0040 GBO0r  0aed L i L i 0 ¥ L]
o B2aT Ak 013% O L] L i L] L]
1] o ame 0812 017 O L i 1] 1]
P ¥ i .01l 0SS DEGE .0Z1 i a ik ¥
1} i ¥ LU 0029 94l 002y Q ¥ 1F
i¥ i {¥ i 1 i 087 0133 L] {¥
¥ ik iF L L] L] 0.05%% 0A71 on7i L]
1} L] L] L 1] L] 0 0eF 0892 0041
i L] L] L L] L] L] 0 nogs 0574

Brep 6z Defme defuszification anddebzrmmine the sdpsbment volue 1o orecasting resn e A fier the trmsgion probahiliy
muirix is formed, the next step s e caloulation p {ar frecasting and defureification of the previeashy obtained
FLRG. Betore determining the forecasting resulis, the Markon: chaan furry fime semies muethisd has a siep o adjust the
fercasing resulia or shch relvionshig Derween e ST siaic nnd he next st

Step T: Determune the adjusded frecasting
Alter the adjustment value 15 nbtmned, then the Brecasding resalts are detormmed which have been adjesied ain be

meen i Table T

TABLE 7. Adjusted Forecasting Rosulis=

hate Actaal Initial Avljusiment Final
ITERE Fuorecusting Valae Forecusting
(Fe) {F)
QANF IO £7.18 - - -
D403/ 200 A6, TR 45,921 L8 459321
05103200 &5.90 45.575 o 45575
Q03 200 4128 4244 -2 24216
Q0320 313 36,534 - JAA2H
303200 34306 312233 | 3377
032022 107.82 105 568 (K] L
032022 I8 100043 0 100,041
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FEGURE 4., Ploa Using FTS Markow Chain

The Fuewry Time Serics Markow Chain mcthes] has a very goanl perfemmancs in forecasting coude ol prices
daring the Covid- 19 pandemic. Thix ix indicabed by the resulting MAPE value of 2.76% {less than 1025) and EMEE
S8005 an daly data for March 2000 - March PRE2. This iz agpponted by b similaricy plot bBetween the forecast data
and thee actual data as pressmiod in Fig4, And the reselis of forecasting cruds of] prices for the next 5 consecusive days
period (April 17 -T%, 20220 ore LISSUSHE, USEI05.12, WSSI0LES, SS9 5], LSS0 93 iper basmel )

ARIM A Forecasting Analysis

In time series analyvsis, stabonarity is required 1 minimize model ermors in order 1o ged the best model. The
first step vo determane (e stationariny of due dat is m make a tinse senes phol. From Fig 3 it is obnined shat the datn
& not sationary due do the flucnating dats where the das is not around o consant mean o o average does not fonm
iy alimiest horizon d

In additson. the stationerity of the data con e defenmined by the umit meat fest using the Anpmeated Dhickey
Fuiller §ATIF st Thes amit rook test epothess s

Ho: p =0k [There is 0 umit rooh
Myt s 0 (Mo ikl ool

a-m.tu Dlckiy-Fullar Tact

data: price
Rickey-Fuller = -3,01a%, Lag order = 7, p-value = 0, 1487
alternative hyoothesis: stationary

FIGURE & Unit Boot Tes Besult with ADF Test

From Fig 5 nbave obtamued p-@8le. BILET s preater than st = 0,05 than pecepd My so that it con b anisd that
there i @ unid rood which means the dala is niet siationary, Therefore, o differencing pocess s needed which vwax
previvasly camicd the matural logarithin transformation process on 347 crade oil price dota during the Covid-
149 pandemnic hance e daty becomes Sntionary with respect to the mean and varianes

Furthcrmure, the natural loganthm ramsformatin process and diflcremcing process ore camicd oat. Aned fnom
Fig & it ie pbtmined that the dow iz sttionory at the Brst difference kvel, thes mdicsting the vale of o = L To
strengihen the exisence of stattonary data, Fig 7 shows the nesalls of the ADF lest watk the data from the legaritmic
difforencing ess. The p=value obained frem the unit roob test reselts & 001 < 005 (o} =0 that By is rejected,
whch reears there is nio it mool s that the data s sationary.
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Firres Serimi Pl of Dt

FIGLRE 6. Fosuh af Difforencing-Natuml Lagnrithm Plai
ted Mckey-Fuller Test

data: Differencing DatafDdFf1
Dickey-Fuller = -7.6554, Lag order = 7, p-value = B.BL
alternative pothesls; statlonacy

FIGURE 7. The Fesul of Iniferencizg-Malurz] Loganthm by Using ADF Test

Thas 1s alseom Ime with the ACF plod and PACFE plot whers there are noomore tha 3 s thol comic oul of the
confidesee imterval shown in Fig Sla) & Bibh Bocause of the ime series data bas met the stabionary reguinements,
Theretore, forecasing can be dane and thene 15 no need i do further differencing {second ceder @ fesencing).

far oefil Parfial htrcomsslation Ferction for et
e b i e Rl b e oo b e, g e o r e o el
H i
i l:
o u
i .
[ &4 | &}
T S— I'I'I ] FTr—— = TR : Lt T St TR T Tl W e
1) &
an &l
I i e
in an
i [L]
I @ A B M E W & W W M i h 4 % m B m 8 = % B B B B
g
18l it

FIGURE 8, {n) ACF Plet & (b PACE Plod Aflor Hadurol Loganithm DHifroacing Procese

Afber pre-processing the detn, the sext gep is o idendify and estimate the best ARIMA model from the reasls
of ane wansfomnanon and differencing processes. Bassd o the analves of the order comelogram on e Ao
Regressive {p) PACF plot in Fig # (), the significant oader & lag 1 misd from Fig & (1) the ACF plot alse shows dhat
the sipnificent onder inthe Moving Aversge (g) 15 lsg 18 Sigmificant order e chained by eongidering the sulgoing
ﬁ'wﬂgrnm. of confidence inlervals, So, the models cstimated en crude oil price data durmg the Covid-19 pandemis
are ARIMA 1100 ARTMA (0,010, and ARIMA (11,0,

Fortsermore, the parameters seleciod nto the modet are i the poalue or significanoe valwe for each parameter
i besa than e (0,03), The hypothesis wsed isas fellows:

My : Pasameters are nod significant im the model
Hy: Bigmificant parameters in the model

The ressubts of the significance test om the three ARIMA madels etimaied in Table & show that paly A RDA
il L1y hos significant paromessrs where povolue WA (L) is 00023 Jess than @ | ¥ then reject Hy which means anly

ARINA madel (001,001 igrvificant parameiera in fhe medel, Funhemore, he sekeetion of the hesi adel iz alss
carmed out by anabyzing Akatke information crilernon (AIC), Schwars infonmation cndenen (5101 and Hammon-
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Dmiam criderion [FICC) Table B weows that the AN, 510 and TRC values in ARIMA (01,1 ) hase the lowest values
cm‘ﬁ:‘m atker ARIMA models. In oddition, the MSE value on AREMA (D], 1) B alse dhe lowesl, sl cas be sid
shat AT 1= the bost model o vse on crude ail price data donng the Cavd- 10 panslemac.

TABLE £ ARIMA Model Estimatian
Pl Vartable pvalue MSE A0 SIC HOC

ArEmEEEr
IMATLLD AR (1) 0058 283 1750 3976 3760
_Canstiml 0.45%
ARIMADIN  MA (1) 0023 247 1689 360 1650
t {400

BIMA (10,10 AR (1] 0,246 278 AT 3.74] 3733
a1 512
Consimi 427

_@_"_ﬁlﬁlﬂé Elecision
in.xa2 whale maise
1 .29% while nose

16 LIERE while mnse
a8 0.1 56 whate noise

Tix wbtnin the best ARIMA moedel, dingrostic checking inchedes whibe more mnd mormal distribucen of
mesiduekls, The whise naise tes with the null hypothesis is that there is no residonl correlaton besoeen lags. Table %
shomws the pavalue by Ljume Box Statistics hor ARIMA (0,1,1]. From Table 9 the value of all p=valoes at lags to 12,
24, 36 and 4 15 mome thon e (0L05) s accept My shat the residuals do nat oontaan autacorrelations or white noise. Thas
i reinforced through ke residual ACF and PACFE camelograms, in Fig 9 i1 is showm thet probahidine = @ (0.03) wlvich

reailling the white naize madel.
C-pinbnip gaannale s wipiudso or 1 aFele B

b RSO [~ ST T AT U Pl S Fiee

| GDER. BBEE TELR
£ AAE B BFE B1HET aTaY
3 -Apdl Bl BTEE AETR
i A} By S300h AR
B ODDER BBEY EEDE AT
B O0R B 1IEN M
1 8§ 1 EaE

B

ObEE BEET A58 Tl

B oDFE B ENT Tl b

18 DDl -0 fell @ 3ATT 0

[EREE T B R TR T D]
¥ CGOEE BLEN 35T o4k

1) oDE 0BT PR T
N ODEY - BBEN- AATET s
AR -0DE B TR AR
1€ CGOES BDET 4088 R

FA7 abhE B EHE Al PeT R
W -O0ET R WD A

|88 QT ROAE 330D IR0

FIGURE % The Outpon of ACF and PACFE Plot for Residiex] Awocormelatbon Tesd
16

Mormnlity mﬂi.n,ggs surrsd out wmp the Kolmaporos-Somimoy et with the null hypothesis i the residunl=

are za by eliztribmied. The residunl is nommally distribwded if the p-value ix mare i a with i ovaloe 15 0005
results of the normality test using she Kalmogmoy-Smi 8 et shivesd hat the pevatue in ARIMA (001 1]

residual profhabiline plor hag a vabue of mose than 01200 Hence, W can be seid that the regidusls in | g
manilly disiibinal. Due w e model satsfics he wlie noiss i amd has a emal disribation of emon, e ARV A
minche] {01, 1) ix the b maosle] so thai it ean proceesd to the nest stape, which i= Fanrecasting.

The best model used 15 ARINA (D L) with constants written in the form of an eguation, the llowing moded
s hiaaned:

(1 = B} = 04587 + 00293k, [3th

LE LY E e
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where P, = InZ, . then the forecist value for 2, is
& = oxpi ¥l 321
where £ : crude wil price predicticn

MAPE % RMSE resulting from the ARIMA method ane 3.85% sad 8567 which shows dhat ARIMA
performunce s haghly accurabe, Fig T shows a plot between the predicied and octed valees usiag the ARIM A method.
Tahle 19 shows the prediction results by using the ARIDMA Model 10,1, L) for dhe nest 5 consecutive days pencd (April
(R LB v

140
1
100
&l
&
dil
Hl
il
TR E RS A NER AR EEERNE R AR EESA
R T R e B o T T T o B T B T B e B B |
s L LT s E AN
FIGURE 10 Plar Using ARIMA Method
TABLE 1k OCnsle (hil Prices (Canfickence Inberval 95%)
Dac Cride CHl Prices (LI5S per faargl )
Prediction. The Lewesl Prasliction The Fighsst Prediction
(RN L2002 RECE g 24 TR And
Ol Tl 202 2 10297 i, ] G {9752
(el 52022 108155 GIZET 108451
20 2 95711 G114l 105 63w
(el 72002 K o2 54T 117 433
Comparison Forecasting Methods
Comgarison of forscasting secursey can be done visually and anabvtically. mrparizan of forecnsting

accuracy visually = done by compoming e estimated value omd the acoonl valies: wsing & geqies plol. While the
comparsen of the accuwracy ol Forecasting timee series dota anelytically is dese by comparing e Srecasting emor
values heroeen methods, The comparizen of the Forecesting resailis of e ARIMA and Fuzey Time Sevies (FTS)
Mnrkow Clain methods visanlby on the crode oil price data iz deme by comgaring e plods of the: seiual vulue and the
forecast value of erude oil prices & presentad im Fig |1, Based on Fig |1, the forecast valiss plot of the FTS Markoy
Chain metlad s mare sgmilar or closer o the acmal valiee pasem when comepared o the ARIMA method, which
wieans that forecasting uming ke FTS Madoy Chain method is better than the ARTMA msthad on the dora as many 6s
$4T abssrvetions
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FIGURE 11, Actual Data & Forecaded Dot Flots Using FTS Maskow Chinn & ARIMA Methiosds

Adsalytically, the comparisen of ferccasiing ocuracy i this study s cendected by using MAPE ad RMSE
valuws # o memsere of forecasting ermar, The MAPE value obtoined by the FTS Markew Cham methed 15 2. 76% and
the RMAE & 5313, While the MAPE vahie generated by the ARIMA method is 3.85% imd BEMSE is 856.7. Due to
the MAPE amd EMSE volwes i the FTS Markoy Chain methed are smaller than the A BINA method, of showes tha
the FTS Markay Chain meihod worksbetier than the ARIM A method 1o forecast crude ml prce das dering the Covid-
19 pmafcmic for dhe 2 Z02E periced, The resulis visumlly amd amilybcally ycld the anmse conclusion thit the FTS
Markoy Chain neethed has betier perfonmance than the ARTMA method The resalis of forecesting time series data os
erucke ot prices dunny the Covid- |9 pandemic usmy the FT3 Markov chain method and the ARIMA methed alongside
the MAPE and BMSE valwes can be seenin Tahle 11.

TABLE 11, Coemparison of Actual Dojo with Predicted Dita fior Crkle O8] Prices
Cruide 00l Prices (LSS per harnel )

Dite S lTan () FTS Markov Chiin_ ARIMA

NADI2020 47,18 . ;
032000 dis, TH 459721 d7.2%4
03032000 45,5 d5.578 dii HAD
D3 20 41,28 24 8l 45 Ui
(V3200 EIME LHE 41,477
DRTI 2000 .36 L 11492
1 E E 1
A3 2002 187 52 LA 50 1. 153
a2 24 I ek 107 it
WA 276% IR
RASE kL% Rie T
CONCLUSHON
Thas stdy aimns 1 ict crude oal prices dunng the Covid=19 pamdemic o pre the performance of

cruck oil price fonscasting by using the Fusxy Times Series | 1 Markoy Cheein method and Autoregressve Imegrated
Muowving Average (ARIMA] methud. The data esed is daly data en she orode oil prices with Wes Tesss Infermediale
{WTT) Standard in US5 barme] For the period Parncls %, 2020 ~ hanck 31, 2022, The Focey Time Seres Markoy Chadn
method has on oxeellem performance in freceding erede oil poces during the Covid-19 pandemic, This s indcated
the resuling MAPE valie of 2.76% ([ les tham 1% and BMSE 5503 an duly dota for Masch 2028 - Masch I%
0 medied (D01, L with comstanis is the best ARIMA model for medeling setal &t om cnede oil prices for g
peerind of March 20200 March 2022 dunng the Cawids [% panclemic so that this model can be nsed for predction of
fwtury world cnele oil prices Covid-19 pandemic. MAFE of this modal 10 3.85% and EMEE = 856.7. Based on a
visa] amd smalvtical comparisan, it can ke concluded thet the Foeey Time Series Moarkay Chain method wiesks betier
than the ARINA method @ fonscasting crode mil prices during the Covide 1Y pasdemic on perind barch 2020 March
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021 These resuls hive several imperant implications for Indonesia, especiolly on policy recomanendadions and
ecomomic development due o changes im wil prices that Bove an impact on soveml sconrs
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